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ABSTRACT

M-LOC: REAL TIME LOCATION SYSTEM FOR
WIRELESS MESH NETWORKS

By

Abdiel Avilés-Jiménez

This thesis presents the design and implementafiarreal time location system
(RTLS) for wireless mesh networks. The system tiseseceived signal strength as the
method of distance measurement. A prototype ofsyssem is presented using off-the-shelf
components. Arguments are made for its advantaggrscarrent alternatives in terms of
development and deployment costs. Several expetawmere conducted on an experimental
prototype and a simulated environment. These &stence the capabilities and

functionality of the system to locate nodes on eeless network.



RESUMEN

M-LOC: SISTEMA DE LOCALIZACION EN TIEMPO
REAL PARA REDES INALAMBRICAS EN TOPOLOGIA
DE MALLA

Por

Abdiel Avilés-Jiménez

Este trabajo de tesis presenta el disefio e implkatién de un sistema de
localizacion en tiempo real para redes inalambrcapologia de malla. El sistema utiliza
el indicador de fuerza de sefal de radio frecuecmiao el método para determinar
distancias. Se presenta también un prototipo dtdraa utilizando tecnologia comercial
como parte de las herramientas para disefio y ddeae argumenta sobre los beneficios
de estas decisiones sobre la facilidad de desayabstos de instalacion. También se han
conducido varias pruebas sobre este prototipo ewpetal. Estas pruebas demostraron las

capacidades y funcionalidad del sistema.
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1 INTRODUCTION

Node location in wireless mesh networks is an pelisable requirement for a whole
array of applications. Node location has applic&ian network routing optimization, asset
tracking, asset identification and other areas. @hailability of low-cost and low power
sensor networks has made an accurate, low-powetoand@¢ost scheme for node location
possible. This kind of peer-to-peer, or mesh, nétvwpoovides an inherent flexibility in terms
of network topology. The location technique andoathm should be modeled based on the
requirements of the application such as accuraogrgy efficiency, scalability, or cost.
There are various distance measurement technidpa¢scould be used for wireless mesh
network location, the most practical ones for oartipular interest being time-of-arrival
(TOA), angle-of-arrival (AOA), and received-sigratength (RSS) [1]. Based on low-cost,
low-power and availability constrains, RSS willthbe target of our research.

Most current solutions to the location problem aderessed by using a GPS (Global
Positioning System) device. This approach is suibesbme applications, yet it increases the
device cost, device size, and limits its applicagioOur solution has several additional
advantages over a GPS device. A GPS module by @deek only one thing, determine its
location. Our solution solves the same problem uifgerent scenario involving low-cost,
low-power, mesh-networked, indoors/outdoors wirele®des. Also, our system takes
advantage of the inherent collaboration among @svio lower the costs of communication

between end devices and the server by not usirity dogh powered central antennas.
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A low-cost device is a key characteristic of thecass of our approach, since our
target is cattle monitoring and theft preventiord aimilar applications. These kinds of
applications need practical devices suited to #ek.t The devices must be as small as

possible, easy to hide, easy to maintain, easggiace, easy to install, and readily available.

1.1 Motivation

Following the computation era comes the ubiquitusputing era, an age where we
might not be able to discern from futile and ingght objects. An age where devices work
and make decisions for us without us even knowingammanding it. This is the place
where wireless sensor networks are guiding us tioeléés sensor networks are clusters of
nodes that interact with each other to share gatharformation, execute commands and
most importantly to communicate. Within the vasea of applications of wireless sensor
networks, our research focuses on sensor netwbektsdetermine their physical location.

There are several approaches to solve this probfesansor location

1.1.1 Applications
Here we present a minimal subset of applicatiomspassibilities for wireless mesh
network node location.

1.1.1.1 Animal Tracking and Theft Prevention
This application can be very useful in biologiaadearch, cattle monitoring and pet

location. Animal behavior and interaction can bsilgaharacterized by continuously

acquiring location data for each specimen. Catthaitoring is another important area in the
11



industry for theft prevention as well as health dath collection. No different are the needs
of pet owners which could greatly benefit by knogvin real time their pet location at all
times.

1.1.1.2 Personnel Tracking
As stated before, people location can be criticatlie operations of businesses and

events. A hospital is a good example where knowihg and where the closest doctor or
nurse is can decide between life and death. An stleradless list of applications related to
this area could be enumerated.

1.1.1.3 Logistics

Business organizations can benefit from assetimt#b improve their supply chain
logistics and processes. Office and warehouse ewrpcould be monitored on temperature,
humidity, location and other important informatitanthe processes. Another example where
logistics can be improved is on massive eventsdikecerts, theatrical pieces, movie
productions, and any other event where personoatit; could significantly help achieve
the goals of the event.

1.1.1.4 Industrial / Home Automation

Home appliances can adjust, react and collabosabeing aware of people’s
locations as well as other appliances and homepetgiit.

1.1.1.5 Robotics
In many applications robots need to be aware ofata&tion of other robots for

numerous reasons. For instance, in space exploratiswarm of robots could be deployed in

a vast area to efficiently collect information. Afi their interactions with their environment

12



and themselves depend on their awareness of lodatimaximize their collaboration and

use of scarce resources.

1.1.2 Market Expectations

IDTechEXx firm develops various reports on RFID (Rdérequency Identification)
and related technologies. Their latest report [BReal Time Location Systems analyses the
technologies, the market and related issues. IDEetlas constructed a ten year forecast in
which they state that the active RFID market withg to over 11 times its present size by
2017. Active RFID technologies relate to Real Tineeating Systems (RTLS), Ubiquitous
Sensor Networks, active RFID tags based on ZigBee Ultra Wide Band and WiFi. They
predict that the active RFID market “will rise frob2.7% of the total RFID market this year

to 26.3% in 2017”, which translates to a $7.07dmllmarket.

1.2 GPS Comparison

Location estimation can be addressed by varioustdogies as previously
mentioned. However, not all solutions to a probkmaviable alternatives to specific
applications. In his survey paper J. Hightower[t&veloped a study in which current
alternatives to the problem are compared sideds. $¥/e can observe by his analysis that
currently there is no single solution to the logatestimation problem. We must then look at
our problem as a composition of problems and reguénts and then apply a solution that

fits them all.

13



We want to address a specific application, cattaitoring and theft prevention.
This problem involves, variable scalability, lindtbudget, and limited maintenance among
other limitations. Our mayor concerns are locatoouracy and cost. Most current solutions
to the location problem are addressed by using & &hobal Positioning System) device.
This approach is suited to some applications,tyatreases the device cost, device size, and
these disadvantages limit its applications.

Our solution offers several advantages over GP&eégvincluding those previously
mentioned. A GPS module by itself only does oneghdetermine its location. After
locating itself, that information must be transetto a centralized station where that
information it is useful. This is accomplished ldang a link to the central station, usually a
wireless transceiver. Our approach tries to sdtegproblem by using the network itself to
achieve object location in order to minimize co3tsis does reduces costs but also may
decreases the location accuracy. One of our obgscis to quantify this potential decrease
in accuracy and verify its adequacy for our pafticapplication.

It is clear that the system must be based overmaramications infrastructure. This
communication infrastructure could be based on s@denposed of a wireless transceiver
and a microcontroller. This platform is viable fayth our approach as well as a GPS

solution.

14



Accuracy Physical

Solution In Meters Device Cost Limitations Trade Off
not indoors
GPS 5m* $94 to $130"  external antenna 3.5 times increase on cost
decreased 2.4 times worst
M-Loc 12 m? $25 to $40° accuracy location accuracy

' Data obtained from http://www.deluoelectronics.camnd based on their GPS modules.
2 Data obtained from experimental results on chaptafrthis document. 12% of 100m radius.

Table 1.1 GPS versus M-Loc Comparison

Table 1.1 shows a simplified comparison of bothrapphes, GPS versus M-Loc.
Comparing both approaches we observe that a GR8osoimproves the location accuracy
by 2.4 times of that obtained by M-Loc, but it ieases the costs by 3.5 times. There is a
trade off between system costs and location acgufatinal judgment must be based on the
system requirements and constrains. Since ourttapgdication is cattle theft prevention, we
believe that our approach better fits our applarati

It is important to clarify the accuracy and scdiapof these systems. It is known that
a GPS device can operate anywhere around the viouis this might be interpreted as a
worldwide coverage. This is not correct since tbeetage of a real time location system is
determined by the wireless transceiver that sheegformation with the central station.
The information is useless at the nodes. So theracg must be determined based on the
coverage area, or area of operation. Having simdarmunication infrastructures for both
approaches, their coverage area is of about 100msraer node. M-Loc accuracy is

dependent of its coverage area, not being theafas&PS-based system.
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1.3 Proposed Solution

We want to build a basic, low cost RTLS based aeless mesh networks. The
specifics of the network can be modeled based oh &aplication, and each application is
influenced by the market. The hardware infrastmectaust be built upon off-the-shelf
components. These decisions must be based on &xpeetations and current adoption of
the hardware products. So our focus is on geneftware, and innovative applications and

uses for the existing infrastructure.

In a nutshell, our solution creates a software heMdre for real-time location based

on wireless, low-cost, low-power, mesh-networkedcks.

1.4 Objectives of this Research

The main objectives of this research are:

* To design a real time location system based orrelegs mesh network using the

received signal strength as the method of distamegsurement.

* To develop a prototype real time location systemgibow cost off-the-shelf

components

» To develop an extensible middleware for real tiowation systems and related

applications.

16



» To develop a simulator and conduct experimentsdasure the performance of

our proposed solution for RTLS as the number ofesddcreases.

* To investigate the accuracy of RTLS based on wseefeesh networks and

compare it with alternative approaches.

1.5 Contributions

The major contributions of this work can be sumaedias follows:

Built a prototype to real time location system lthea wireless mesh network

using off-the-shelf technology.

* Implemented a software middleware for RTLS.

* Implemented a simulations framework to test RTLShodologies and

algorithms.

» Conducted experiments with our prototype demonsgdhat the system locates
nodes in the network within a 12% average accuof@g node signal coverage

radius.

» Conducted experiments on a simulation environnematidate the correctness of
our algorithms demonstrating that the system isbkgof locating nodes within

an 18.5% average accuracy regardless of the netsizek

17



» Conducted experiments with our prototype and measarocation latency of

1.69 seconds on average.

1.6 Structure of this Dissertation

The remainder of this dissertation is structuretbisws. In Chapter two we present
a survey of the most relevant previous researctaelto our work, namely the different
techniques for measuring the distance and directi@enwireless signal and various location
estimation algorithms for wireless nodes. In chafiteee we present an overview of the
proposed solution, a real time location systemwioeless mesh networks. Chapter four
discusses the implementation details of the prapsstition and in chapter five we present
the results from several experiments measuringén®rmance of the system. Finally

chapter six presents a summary of contributions¢losions and directions for future work.
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2 RELATED WORK

2.1 Measurement Techniques

The location of a node in a wireless system inw®llee measurement and collection
of information from radio frequency signals trangli between the target nodes and a
minimum of location aware reference nodes, callegcbns [4]. Depending on the technique
and available information we could use the receisigghal strength (RSS), time of arrival
(TOA), difference on time of arrival (TDOA), angtd arrival (AOA), or a combination of

some of these to estimate the location of nodes.

2.1.1 Received Signal Strength

Received signal strength (RSS) is defined as theeseor measured power metric of
the last received transmission by a node. Thedogbe signal can be used to approximate
the distance between the measuring nodes. It islyidsed as a measurement technique
since the hardware that implements it consisteof gimple and inexpensive circuitry [5]
and it is available on most commercial transceivéet these types of measures suffer from
unpredictability in the received measurement. Thdue to many sources of error. These can
be mitigated using several techniques that willescribed in section 3.3, making RSS a

feasible alternative.

19



2.1.2 Time of Arrival

Another measuring technique is the time of arr{(t&A) and difference in time of
arrival (TDOA). TOA is simply the time of transmisa of a message plus a propagation
time delay. This measured delay between senderegedver is used to estimate their
separation distance divided by the propagationcitgioThe signal could be acoustic or RF.
The propagation speed for RF is considered tomértees as fast as the speed of sound.
Sensors need to have clocks that are accuratetyhsymzed to determine the time delay by
subtracting the known transmit time from the meaduA common practice is to measure
the round trip time, since an asynchronous sermobe used. A constant delay from the re-

sender might be included in the equation.

2.1.3 Angle of Arrival

The angle of arrival (AOA) of the signals can bedias complementary location
information to TOA and RSS measurements. It woskading an array of sensors capable of
determining the direction of an incoming distantieis method can be made extremely
accurate if sufficient antennas or sensors are. ideglobvious drawback to this technique is
the increase in device cost. Although by itsel$ tiechnique cannot determine distance, it can

be used to dramatically improve TOA or RSS calcoitest.

2.1.4 Connectivity
Connectivity is a simple binary value that onlydevhether another device is within

its range or not [6]. This kind of information cdube used for simple routing protocols. It
20



might be able to aid in location if the nodes apable of controlling their signal range and

makes a relation between transmitted power andruist

2.2 Location Estimation Algorithms

Although this review is about cooperative locataigorithms, we must first present
the basics of wireless node location. We startdwewing the basics of triangulation and

trilateration. This is the starting point of alktfollowing algorithms and techniques.

2.2.1 Triangulation

Triangulation is a method that estimates the coateis(x, y) of a point by solving a
set of linear equations involving the coordinatemaltiple reference points (Xi, Yi) at
known coordinates and measurements of distanceBi €, y) to these points [6]. A node
can estimate its position given three or more ggfee points in range. The accuracy of the
estimate is limited by the precision of the diseneeasurements and the reference point
location accuracy. The measurements could be as&SES, TOA, TDOA or AOA
information.

Triangulation can result in various patterns o€leis. The patterns can be classified
depending on the number of solutions to the systeeguations [7]. The most common
patterns of circles are shown in Figure 2.1. Eaxdtecis centered at the location of the
corresponding beacon and its radius correspontifetperceived distance which in our case

is approximated by the signal strength sensed &yttknown node. The points in the

21



intersection represent the possible locations @utiknown node after solving the set of

equations.
(a) % :
(©)
(%
Figure 2.1 Common circle patterns. (a) Type 1 (b) Yipe 2 (c) Type 3

As shown by [7], Type 1 has six solutions, Typea2 four solutions, and Type 3 has

two solutions.
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Figure 2.2 Uncommon circle patterns

(e)

Some less common circle pattern are shown in FigieFigure 2.2 (a) shows a
pattern with no solutions, (b) shows the most @édér pattern, the triple root point, (c) two
double roots, (d) one double root, and (e) two se&itions and one double root. In any of
these patterns, it is possible to determine thatioes of a node when at least one solution
exists. If two or more solutions are found we canide its location by calculating the
centroid of all possible solutions, that is thentdocated at an equal distance from all the

solutions.
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2.2.2 Hyperbolic Trilateration

Hyperbolic Trilateration is a geometric method ddve location problems. It works
by calculating the intersection point of three lkgsc The method is mathematically
equivalent to triangulation; with the differencathrilateration only works with distances
and not angles. There are several hyperbolicarddion schemes for node location on
scattered networks, Atomic Multilateration, ItevatiMultilateration, and Collaborative
Multilateration. Atomic multilateration covers tlhasic case where an unknown node can
estimate its location if it is within range of tierer more beacons. Iterative multilateration is
the name given to atomic multilateration when useitie context of ad-hoc networks. It is a
distributed algorithm that works by first deternmgithe location of unknown nodes using
atomic multilateration. It chooses the unknown ntadbe closer to the most beacons
possible for better accuracy and faster convergg8jcéfter determining its location, the
node converts into a beacon for other unknown notles major drawback to this algorithm
is the error accumulation that results from the afsenknown nodes as beacons.
Collaborative multilateration occurs when some wwmn nodes do not meet the conditions
for atomic multilateration. When it occurs, the nokvn node may be able to estimate its
position by location information over multiple hoj®. To estimate its location, sufficient

information must be available to solve the systémuadratic equations.

2.2.3 Cooperative Location Topologies
Cooperative location algorithms can locate noddheémetwork that are various hops

away from location aware beacons. The locationltgporefers to where the calculations are
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determined; be it on a central node or in a distad fashion. The algorithms discussed in
this section take different approaches includimylarid distributed location topology where
some of the calculations are determined locallg, famal calculations are determined at a
central node.
2.2.3.1 Centralized

Centralized topologies work by taking measuremantbBe nodes and sending all this
information to a central server where locationagedmined. This kind of scheme usually
suffers from relatively large amounts of communmaibverhead if only a small fraction of
the network nodes are in range of location awaaedes. It might be useful for locating
nodes in range that have strict constrains on geicg power. In other cases a distributed
topology is more appropriate for location algorighft0, 11].
2.2.3.2 Distributed

Distributed topologies are needed when the netwasklimited communication
bandwidth and lacks a central processing node pfteessing power is distributed locally
among neighboring nodes and location informaticspi®ad trough the network starting at
location aware beacons. No matter what algorithosed, the minimum amount of beacons
needed to localize most of the nodes in the netugottkree. All algorithms based on
network/cooperative/distributed multilaterationfeuffrom a greater amount of error
accumulation than atomic multilateration. Successefinement is a method used to
minimize the error accumulation impact upon locagstimates. Also hybrid methods could
reduce errors by dividing the network in smallempaitational clusters that reduce both
communication overhead and error accumulation,thhed a central node merges and
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optimizes local estimates. We now discuss exanigtaithms that implement distributed

location.

2.2.4 Ranging

Weidong et al. [12] present a range-free geoméidalization technique that adjusts
the beacons’ radio range to localize unknown nodégeir objective is to obtain higher
location accuracy estimation while taking less camioations overhead with a small
number of anchors. The method starts with two besderatively producing a series of ring
intersections and narrowing down the possible ar@ich the sensor node resides. It
calculates the centroid of the intersection areigsasstimated location

The algorithm can be described in three stepst, Hirs beacons broadcast their
location information and transmitting power. Th&kmown nodes that receive the beacon
store the information. If an unknown node hearsmftao or more beacons, then it should
select only two of them as its reference beacofter he reference beacons detect the
unknown node, they proceed to gradually decreasettansmitting signal strength and
judge whether the unknown node is still coverede $cond step is to determine the area
formed by the intersection points. After lowerirmga minimum range, the unknown node
could be located in one of four different casegp@rling on the case, an additional beacon
might be needed. In the third step a centroid lisutated to estimate the highest probability

location area and thus its final estimated location
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2.3 Related Technologies: Moving Objects Databases

Moving objects databases manage the informatidrantient location objects. Our
system produces this kind of information, the infation about the current location of
moving objects. All this information could be stdriato a database for the usual purposes of
current location, or it could be stored into a nmgvobject database. These kinds of special
databases are capable of managing different tyljpgseaialized queries. Queries may pertain
to the future or the past, and triggers are queekded to events [14]. Wolfson [14] gives
some examples of queries and triggers. An exanf@epast query could be “during the past
year, how many times was X late by more than 1Qutegat some station”. A trigger could
be exemplified by “send a message when a heliciptara given geographic area”. A future
guery might be “retrieve the trucks that will reablir destination within the next 20
minutes.

The importance of moving objects databases istflegtaddress several drawbacks to
point-location management, a term that could bdieghpo an RTLS. Point-location
management does not necessarily enable interpolatiextrapolation on all the collected
information. Another problem of the point-locatiorethod is that it leads to a
precision/resource trade-off that can become elitito increase accuracy, updates must be
performed at increased rates, thus sacrificinguress such as bandwidth and processing

power.
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3 RTL INFRASTRUCTURE

In this chapter we present the design of our rgsd tocation system infrastructure.
We start by presenting the hardware componentseaihologies used on our design and the
reasons we selected them. This could be consigentaf the implementation rather than
design, but the design relies heavily on the hardw@be used. We are discussing only the
most relevant features of the technologies used.

Fist we present the selected transceivers, mictoalters, and the network protocol.
Then we discuss some issues concerning the distaeasurement method. Finally we

discuss the centralized real time location scheme.

3.1 Design Requirements

We start by defining the requirements and thenilapkor solutions. The main goal
is a real time location system based on a wiretessh network. The requirements for this

system are:

Low-cost

* Low-power

* Mesh networking

» Centralized location server

» Small footprint node hardware

* Limited computing capacity at the nodes to keep loveg
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» Limited storage capacity at the nodes to keep loost
» Use the signal strength as a measurement of destanc
» Use standardized technologies
Other requirements were drawn upon several iteratid the design and a specific
application as the motivation. Figure 3.1 depictdazk diagram of the system. Several
nodes are scattered trough the network and sondirartly connected to the central server.
No central communications antenna is needed in¢heork. The central server gathers RSS

data from all the nodes and uses it to computeafpeoximate location for each one.
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Figure 3.1 Network Block Diagram

29



NCODE 1

Microcontroller

[y

‘

Microcontroller

L

-

Transceiver
(XBee Module}

Transceiver
(XBee HModulel)

|[

Figure 3.2 Modules Block Diagram

3.1.1 Digi XBee Wireless Module

30

Each wireless node is composed of a wireless tesawescand a processing
microcontroller as shown in Figure 3.2. A microtrolier is used since we do not need great
amounts of processing power and storage capadiyc&ntral server does need greater
processing power and storage since it performs wmmglex calculations using large
amounts of data, thus it is composed of a wireiesssceiver attached to a personal computer
or server. Based on the requirements that we laé@ut for our application domain we
have selected to combine Digi’'s XBee wireless medud the wireless transceiver and Texas

Instrument’'s MSP430 microcontroller for the wiradesdes.

The XBee wireless module is a stand-alone, readyséodevice designed for low-

power, low-cost, wireless sensor networks. The rfesdare controlled via a serial interface




and a predefined APl command set. The API is usgettform configurations on the
module, to control the hardware on the XBee angktform several networking tasks. These
modules operate within the ZigBee mesh networkimggeol at the network level or MAC
level. The network could grow up to 65,000 wirelasgles with unique addresses. The
network also supports point-to-point, point-to-npdint and peer-to-peer topologies. The
modules have an indoor range of up to three hunigietdand outdoors of up to one mile.
Our design uses the modules as wireless transsaardr mesh networking capabilities.

Additionally these modules have the capabilityerising the RSS of received data
frames. This information is available trough a pmthe module which outputs a pulse width
modulated signal (PWM). This signal is used intdyriay the module as part of its ZigBee
routing algorithm. It is only available via thisypor at the MAC level firmware. We are
coupling a microcontroller to add more functionahind control to the module, and to gain
access to this RSS information.

Our network consists of one coordinator node wiscittached to the central server

and up to 64,999 batteries operated wireless nodes.

3.1.2 TI MSP430F1232 MCU

As stated above, we need a microcontroller to addtfonality, control, and access
the RSS information at the network level. We seléthe Texas Instrument's MSP430F1232
microcontroller. The MSP430 is an ultra low-poweacracontroller and consists of several
devices featuring different sets of peripheralgeged for various applications. Its

architecture, combined with five low power modespsimized to achieve extended battery
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life in portable measurement applications. It feasua 16-bit RISC CPU, 16-bit registers, a
digitally controlled oscillator, 16-bit timer, 10tGA/D converter with integrated reference
and data transfer controller and twenty-two I/Ospim addition, the MSP430F1232
microcontroller has built-in communication capalilising asynchronous (UART) and
synchronous protocols.

Any other ultra low-power microcontroller with silai capabilities could be used. In
our design we are using the MSP430’'s UART modulegsynchronous serial
communication with the XBee module. The microcolidrdalks with the module to send
and receive data frames and to change the modohdigigration. We are also using its basic

clock module, timer, and capture/compare module&o the RSS PWM signal.

3.1.3 Hardware Interface
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Figure 3.3 Hardware Block Diagram

Figure 3.3 shows the hardware interface for thehess nodes. It is a simple
configuration with minimal interconnection and haede requirements. Both devices, the
XBee and the MSP, share the same power sourcethiegdoth work at 3.3V CMOS logic.
The additional interconnections are the UART sgr@t and the RSS pin. The resulting
device might not be much larger than the XBee medwluding a coin sized battefyigure
3.4 shows the interface between the coordinatoe r@odl the central server. The XBee
modules can be interfaced to a PC via an RS-23& sennection or a USB-to-Serial

converter module.

. i
i T
e T
ra Ty
[ | ra T,
|'T | . . |
| | T |1 LUz
|1 | oy - i -
[ | W T, S : P e " .
[ | el =
| | £ Rpo-_232 - [JLRET B8 LTV e e B
 Ta Yf f T MY
O or o FAANN i NN
P gl o Y W et i e e
| | USE <—>» UART b R
Serial : ; :
Converter
& 10 116

Figure 3.4 PC — Coordinator Interface
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3.2 ZigBee Mesh Networking Protocol

The biggest advantage of mesh networks is theg ebdeployment, maintenance
and scalability. We have selected the ZigBee mesivarking protocol [16] as our
communications standard. ZigBee is a network lgyetocol that uses the MAC layer IEEE
802.15.4 standard as a baseline. It was develop#telZigBee Alliance, a group of
companies that worked in cooperation to developtavork protocol to be used in a variety
of commercial and industrial low data rate, low goyand low cost applications. It adds
mesh networking to the underlying 802.15.4 radiwe Tadios would automatically form a
network without user intervention. ZigBee also tlesability to self-heal the network. If a
radio at a mid point is removed for some reasoreva path would be used to route

messages. This behavior is shown in Figure 3.5.

34



Hode B

Mode & e

o

T i —r

LN i ';.J
£

Figure 3.5 Self Healing Mesh Network

3.3 RSS Indicator

As stated before, the received signal strength JR&® be used as a metric of
distance from node to node. The loss on the sicerabe used as a proxy of the distance
between the measuring nodes. We will use it sinlmviers the cost of our device, it
simplifies the development and it is available amstrdevices including the XBee.

The greatest problem with RSS is that it suffeexauracies caused by different

sources of error. RF signals decay proportiortalithe distance squaredf(@n free space
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and clear line of sight (LoS). This is normal amsidable; but the environment variables
cause two major sources of error for RSS thatlaad®@wving and multipath signals [2].
Multipath signals are caused when there is an otisttl LoS and objects scatter RF signals
on different paths. These multipath signals arat#he receiver with different amplitudes

and phases, adding or constructively or destrugtiae a function of the frequency, causing
frequency selective fading [1]. A solution to thi®blem could be to average several
measurements of a single frequency over time aséoa spread-spectrum method to average
the received power over a wide range of frequentiesg a wideband method to measure
the power of the received signal is equivalent gasuring the sum of the powers of each
multipath signal.

Shadowing is the attenuation of the signal dueb&iractions along the path that the
signal must pass trough or diffraction around thgct. These are typically considered
random error sources. Other sources of error dosldttributed to measurement circuitry
precision and calibration but are usually considensignificant.

RSS errors are considered to be multiplicativeamparison to other techniques
where error sources are considered to be addivas RSS is considered to be better suited
to high density sensor networks.

Given the scope of this research, we are not fagusiir efforts on improving the
RSS indicator quality and accuracy. Instead wectemacterize the RSS to distance relation
for a given environment setting. We hypothesize this method should yields acceptable

results.
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3.4 Centralized Location

A mesh networking is by definition self configuraland self healing. Our distributed
location scheme takes advantage of these chastirteiio reduce the costs of location in a
network of wireless nodes. A mesh network doeseetl a wide coverage antenna since
each node routes trough its surrounding nodes,rédicing hardware costs. Another way of
reducing costs is to minimize the amount of fixecdtion nodes. Each node in the network
might be located by taking advantage of a GPS deyiet this increases the cost and size of
the devices. Our approach uses at least three tloaleserve as initial beacons. The beacons
must have a known location. Using cooperative fatération most nodes in the network
could be located within an acceptable margin afreior many applications.

Cooperative multilateration works by locating thhkmown nodes closer to at least
three beacons. This is accomplished by trigonomaetriltilateration using the distance
among nodes as measured by the received signagjgtrd heir location is then propagated
to the farther unknown nodes by using the locabibiine newly located nodes. Figure 3.6
shows the way location spreads. We start with i@etbeacon nodes, shown in blue, and
several unknown nodes in range, shown in greerer Alfie first iteration we can b) locate
farther unknown nodes using the newly found noslesyn in black. This method continues
until ¢) most nodes are located within the netwdl&des that are not reached by three or

more nodes d) cannot be located with precision.
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Figure 3.6 Location Propagation

The calculations of this cooperative multilateratamuld be achieved either at the
node or at a centralized server. Our approachaisestralized server for several reasons.
Most of our target applications are related to i@ized monitoring, so there is no need for
the nodes to know their location. Another reasahas we can do better data filtering at a
centralized level than at the nodes. The serveirtiasnation about additional nodes that

can help improve location precision. A node carmldta filtering related to the nodes that are
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connected to it, but not the ones that are relgtisdese but not reachable. The reason for this
is that the nodes have limited computing, commuitnaand storage capabilities to keep

them under design requirements.

v O

real
location

location

Figure 3.7 Special Case

Figure 3.7 shows a case where we can make a geddtfion of an unknown node
ul at a centralized server, but not at the node l&ue# central server has data about the
location of all beacon nodeBY, b2, b3), butif unknown nodel only has data df2
andb3, it is impossible to choose the correct solutidet it is still possible for a node to
gather the necessary data to achieve the sameoliekiebwledge as a server, but this will
increase the data transfer on the network as weh@storage capacity requirement for the

node which in or case should be kept minimal.
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An interesting methodology, not included in ouradission, would be the utilization
of a mobile beacon as introduced by [13], but en¢bntext of cooperative multilateration.
This mobile beacon could reduce the impact of eomumulation while minimizing the cost

of the system as a whole. We leave the implemientaf this modification for future work.
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4 RTL ALGORITHMS

This section describes in detail our implementatiba real time location system for
wireless mesh networks. We start by describingsitséem as a whole. Then we describe the
wireless nodes behavior and internal algorithms.tNée introduce the central server data
gathering, trilateration and filtration algorithnWe also describe the data flow in the
network of nodes. Finally we will explain the retetship between the RSS and the distance

among nodes.

4.1 Trilateration Algorithm

As stated in chapter 2, trilateration is a georetrethod for solving location
problems. It could be used to estimate two dimeraitmcations as well as three dimensional
locations. Our systems will be based on trilaterasince our data is appropriate for the
algorithm. We gather RSS data which could be tedadlto distance information useful to
the algorithms. The trilateration algorithm is veignple. It works by calculating the
intersection point of three circles. The methotha&hematically equivalent to triangulation;

with the difference that trilateration only worksthvdistances and not angles.
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b) d)

Figure 4.1 Trilateration

Figure 4.1.a shows three circles intersectingsahgle point. Our goal is to find the
coordinate where all three circles are interséett being our unknown node location. To

make calculations simpler, we will choose one efchcles to be at the origin and another to
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be at thex axis. The third circle will be calldoeaconand the unknown point will be called
unknown

origin =circle at origin

XAXis = circle at x axis

beacon = third circle

unknown = unknown poi nt

After selecting the origin circle, all three cirslare translated as shown in Figure

4.1.b using the following calculations.

tox =0
tOy =0
tXx = xAxis. X - origin. X
tXy = xAxis.Y - origin.Y
t Bx = beacon. X - origin.X
tBy = beacon.Y - origin.Y

The circles are then rotated by th&a to place thexAxi s circle on the x axis. This

is shown in Figure 4.1.c and is accomplished devd:

— tXy
o= tar( A(Xj 4.1
0

ttOx =

ttoy = 0

tt XX = XX +tXy? 4.2
ttXy =0

ttBx = tBxxcod®)+tByxsin(O) 4.3
ttBy = tBxxcod®)-tByxsin(O) 4.4

Having all points in place we can compute timk nown location by equating all
circles to find the coordinate where all three lis¢et.

origin = xAxi s = beacon
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Where ,

= origin radius
rX = xAxi s radi us

rB beacon radi us
ttUx = unknown x coordi nate
ttUy = unknown y coordinate

and where each circles equation is given by,

rO? =ttUx? +ttUy? 4.5
rX 2 = (ttUx — ttXx)* + ttUy? 4.6
rB? = (ttUx — ttBx)” + (ttUy — ttBy)’ 4.7

To solve the equations far, we can subtract theAxi s's equation to
ori gi n's equation.

2 _ 2 2
ttUx = rO“ —rX < +ttXx 48
2 X ttXx

To solve fory we substitute back aor i gi ns‘s equation, then we equal this

resulting formula to thbeacon's formula and solve foy.

O? -rB® +ttBx® +ttBy® _ ttBx ¢

r
ttUy =
y 2%x1tBy ttBy

tUx 4.9

Now we have found our unknown point. The remairdalgulations are to rotate back

by —© and translate by the distance of the origoral gi n circle, as shown in Figure 4.1.d.

4.2 RSS to Distance Relation Characterization

We have already defined RSS as the sensed or neelgsonver metric of the last
received transmission by a node. We have alsodstlhgereasons for selecting RSS as our
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measurement of distance between nodes, being piiege simplicity and availability. This
section will be devoted to describe the way wediate the RSS PWM signal available on
the XBee module to an approximate measurementstdritse.

The XBee’s documentation [1] states that it intynaeasures the power of the
signal of the last RF frame received by the modlilee method used to capture the power is
neither described nor important for us. They dacdbe the signal as a pulse width
modulated signal proportional to the received poatehe module. It is a sixty four
nanoseconds square wave. The percentage of a tiitglge to low voltage of this period will
translate to the fade margin of the radio. For g¥anf our PWM signal has a ten percent
duty cycle, it translates to a ten decibels fadegmaThe XBee’s documentation [1] does
not mention the XBee’s resolution for that measwaeinbut their support staff has stated
that “the period is 64 microseconds and there dBesfeps in the PWM output. So the
minimum step size is 144 nanoseconds”. This mdatshte PWM signal has a resolution of
0.225 dBm (decibels milliwatt). The receiver semgy is given by the documentation as -
100 dBm.

All this information could be useful with the hadpa radio propagation model. This
model is an empirical mathematical formulationtfoe characterization of the radio wave
propagation as a function of distance and otheditons. We do not have a defined path
loss model for the XBee modules nor do we try tiingeone since it is out of the scope of
this research. Instead we can characterize a nusdel experimental data for a given
environment. This might affect the precision of kheation algorithm since a scientifically
developed model could yield better approximations.
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Figure 4.2 Distance vs. RSS characterization

Figure 4.1 shows the characterization of our expenital setting. In this scenario we
have two XBee-Pro modules transmitting at poweellév(12 dBm), with no attached
antenna and inside a 20’ x 20’ concrete walls robhe XBee-PRO module has a range of
five power output levels from 10 dBm to 18 dBm. TR8S measurements were done with an
MSP430F1232 microcontroller using its internal tiraad capture/compare module. The
MSP430F1232 capture algorithm is described in the section.

In this scenario we have found a similar logarithfainction that relates to an RSS
value and a distance. Notice that our setting Ig experimental since the modules do not
have antennas and are not working at their maximowwer output. As specified by the
manufacturer, the indoor/urban range of the XBe@®mPhbdules is up to 300 feet and the

outdoor line-of-sight is up to 1 mile. The modwesre not designed to work without
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antennas, so, the erratic behavior in the ran@® b 40 inches does improve with one
attached. We used them without antennas for tipsraxental setting. By limiting the range
to up to 40 inches we can develop the experimeittsangreater control over the

measurements.

4.3 Wireless Nodes Firmware

This section will briefly explain the software démged to run on all the wireless
node microcontrollers and their behavior. The coae been simplified to clearly present the
algorithms. The nodes have several tasks to da&esreating and maintaining the wireless
mesh network. Each node receives and performs cowsrsent by the central server, and

also returns RSS values to the central server eoyjghgate server broadcasts.

4.3.1 APl Mode

XBee modules have two modes of operation, commawderand API mode. We will
only describe one, the API mode. This mode spexifie application level protocol in which
modules and devices talk to each other, be it @&l or via serial port. Figure 4.3 shows
the structure of the API data frames. Any module @ammunicate with another module in
the network by defining the destination addressa@hdr predefined commands. The

remaining details are not important in our disonissi
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Start Delimiter Length Frame Data Checksum
(Byte 1) (Bytes 2-3) (Bytes 4-n) (Byte n + 1)

Ox7E MSB LsSB API-specific Structure 1 Byte

Figure 4.3 General XBee API Frame Structure

4.3.2 Wireless Node Main Algorithm
Each node in the network runs the same algoritrenéntheir microcontroller. The
algorithm is summarized as follows and later désctiin detail.
» At start up, the microcontroller sets up all theernal modules and timers, and goes
into low power mode to wait for an incoming datanfre from the transceiver.
* When a data frame is received it is parsed to extnformation and commands.
» If the frame contains a command it is performethatransceiver.
» If the frame contains a broadcast from the setherproadcast id is looked up in the
internal database.
» If the broadcast id is found, the RSS value ismieiteed and sent back to the central
node. The loop starts again.
» If the broadcast id is not found, its id is stoeed the frame is broadcasted again to
nearby nodes. Finally the RSS value is determimgidsant back to the central node.

The loop starts again.
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The central server sends from time to time a brastdtame to all nodes. This
broadcast frame serves as a signal for RSS seasdgalue return. Figure 4.4 shows the

structure of this frame.

—SLart wEilimier LENgin

OxTE MSB
- —— ““H.;‘_‘
Frame ID B64.bit Destination Address 16=hit Dest Address Hons Options Broadcas ID
0NN 0x000000000000FFFE OxFFFE 0x01 0x00 {'B’ ,0xNN,6 OxNN}

Figure 4.4 Broadcast Frame

Notice the destination address and maximum hopstcdhe destination address
specifies the broadcast address and up to onedw.cThis means that each frame spreads
only to directly linked nodes. This behavior ensutteat nodes will receive a frame from
each physical link. All RSS data generated this i8aent back to the central server. It is
there where the collaboration among nodes is obdesince all nodes worked together to
determine their physical links and to route theadatthe destination server. The
microcontroller is in charge of keeping a list e€ent broadcast frames for re-broadcast. This

is necessary to keep track of the sender addtessahges with every re-broadcast.
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mai n() {
/'l Loop for ever
for(;;){
/!l Go into | ow power nbde and wait for an interrupt
gol nt oLowPower Mode() ;
/1 An event has occurred and returned from| ow power nopde
/1 A broadcast frame was received?
if (isTxReady()){
/'l Sense RSS value for this last frane
senseRSS() ;
/'l Prepare RSS return frame
ret ur nRSSFr ane[ ] ;
/1 Send RSS return frame to central server
sendFr ame(r et ur NRSSFr ane) ;

/1 Do a re-broadcast?
if (ifRetransmt()){
/'l Prepare Broadcast frame
reBr oadcast Frame[];
/1 Send Broadcast
sendFr ane(r eBr oadcast Frane) ;

/| Execute a conmand?

if (ifComand())({
/'l Prepare Conmand frame
commandFr ane[ ] ;
/1 Execute Conmand on nodul e
sendFr ame( comrandFr ane) ;

}
}
}

UART_RX_| NTERRUPT( char recei vedChar) {
/| Parse received byte
di gest (recei vedChar);
/'l Conplete frane received?
if (conpleteFrane())(
/'l Broadcast frane?
if (isBroadcast()){
/'l Retreive sender address and broadcast frame |ID
sender Addr ess64[ ] ;
framel D[ ];

/1 Command frane?

else if (isCommand()){
/! Save conmmand | D and val ue
comandl D[ ];
commandVal ue[];

/1 Exit Low Power Mode after return frominterrupt
cl ear LowPower Mode() ;
}

}

Figure 4.5 Wireless Node main algorithm pseudo-code

Figure 4.5 shows the pseudo-code for part of thenial algorithm executed by the

microcontroller. We do not have an operating systeénming on the microcontrollers. Thus,
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events are managed by hardware or software intstripe MSP430’s UART module
generates an event for each character receives .€lbnt halts the execution of the main
code. Events are also generated at the timer @ptunpare module. The microcontroller is
usually in sleep mode to save power.

Let's start the description at the UART interrupté€tion,

UART_RX | NTERRUPT( char recei vedChar) . This interrupt function has been
simplified from the actual function and algorithAs previously stated, it is called via a
hardware interrupt every time the UART module reesia character. This character is
accumulated until a complete and valid frame igired. Once a valid frame has arrived,
important data is extracted and saved for later Tisere are two types of frames that are
relevant for us, broadcast and command. When albasaframe is received, the sender
address and the frame ID are stored. For a comfname, the command ID and the
command value are stored. Nothing else besidesed#taction is done at the interrupt
service routine. Data flows from the XBee moduleaaidom intervals; therefore we must
reduce the complexity of the interrupt routine tmi@imum.

Themai n() loop manages the most important logic. As showRigure 4.5,
execution stops until an event occurs. The micrtotiar exits low power mode when an
interrupt occurs and the mode is cleared insidentieerupt service routine. Going back to
the interrupt service routine, the low power magleleared only when a complete and valid
frame is received. After receiving a frame, themrabp awakens and continues execution. It
starts by verifying if a broadcast was receivewImnch case the RSS must be determined and

sent back to the central server. This processbaililescribed in more detail in the next
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section. After this step is completed, is the ndermines if the broadcast was previously
received. If it was not received, the broadcasisiBtored in flash memory and resent to the
closest nodes. If the frame contained a commarmsl eitecuted. Most commands are directed

to the XBee module to modify some properties.

4.3.3 RSS Sensing

senseRSS() {
/1 Start timer and capture/conpare nodul e
/'l G into | ow power node and wait for 4 captures
/1l OQther events could occur as well
if(getCount() < 4){
gol nt oLowPower Mode() ;

/1 Cal culate RSS val ue and return
cal cul at eRSS() ;

}

TI MER_I NTERRUPT() {
/1 Four neasurenents al ready?
if(getCount() < 4){
/'l Save current capture

el se{
/1 Stop tinmer
/'l Exit Low Power Mode after return frominterrupt
cl ear LowPower Mode() ;

}

Figure 4.6 RSS sensing pseudo-code

Figure 4.6 shows the pseudo code for RSS sensihgslbeen modified from the
original code for simplicity. As revealed from tbede, it is extremely simple. First, set the
timer and capture/compare module. The setting ban hidden since it is dependent on the
device. More important details will be given soéifter starting the timer module, it waits

until measurements are complete. Then it does saoalations and returns. Now let’s
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examine the timer settings. As stated previoukky XBee module outputs the RSS data via a

PWM signal.

! ! ! tirne

Figure 4.7 PWM RSS signal

Figure 4.7 shows an example of a PWM signal. Wel teeapture four sequential
edge events. In the example given in Figure 4.7coudd read edge eventssel,fal | 1,
rise2,fall 2. The timeris counting continuously. On each etkatcapture module
registers the timer’s value at the triggered evidaiing four events registered we can
calculate the PWM duty cycle by selecting the fiadling edge and then calculating the
distance to the next two events. Simple mathemgties us a duty cycle related to the
received signal strength, this is our RSS valuee&XBiodules use RSS values internally for
routing purposes at a network level. We are asagildditional value to this measurement

by using it for our application.
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4.3.4 Broadcast Frame ID List

Received broadcasts are re-transmitted only if #reynot found on the node’s
internal ID list; otherwise the network will flooglith broadcast frames being sent
perpetually. This is a general broadcast algorithne list is saved at the MSP430’s flash

memory. Figure 4.8 shows the simple algorithm Heairches and stores these values.

bool ean recei ved(char[] franelD){
for (i = 0; i < receivedlndex; i++){
/1 Search in blocks of two bytes
for (j =05 j <2 j++){
if (franelDj+8]) ==
*(char *)(O0xFO00 + j + i * 2)){
continue;

el se{
/1 Not found
i =1
br eak;

}

oo

if (j ==-1){
/1 Not found yet
conti nue;

el se{
/'l Found
i =-1;
br eak;

}

/'l Found broadcast frame ID
if (i ==-1){
return true;

}
/1 Not found. Add to flash nem
el se{
/1 Up to 2KB for keeping frame |Ds.
/1 0x07F8 = 2040 ~= 2048 ~= 2KB
if (currFlashPtr == ((char *)(0xF000 + O0xO07F8))){
/1 Full buffer. Reset.
recei vedl ndex = 0;
currFlashPtr = (char *)O0xF00O;

}

for (i =0; i <2; i++){
writeToFl ash(franel D[i +8]);

}

recei vedl ndex++;

return fal se;

Figure 4.8 Frame ID search and store

54



It starts by iterating trough the memory segmelgcsed for storing IDs. If the
current ID is not found, it stores it in the nexadable slot. The method
writeToFl ash( byt e) isin charge of properly writing to the flash mammodule. To

minimize a storage capacity the id list is kepaiblFO buffer.

4.4 Central Server Application

The central server software runs in a personal coenr server since it requires
greater power than that of the wireless nodes.itt charge of managing the coordinator
node, configuring the wireless nodes in the netwarkl calculating the location of all nodes.
Location information can be used to draw the lagatf wireless nodes in a map. Our
implementation includes a basic two dimensional nidys user interface will be described
briefly on sections ahead.

The central server algorithm and application is suamzed as follows and later
described in detail.

» At start up the server sends commands to eachindbe network to modify or

reset some internal parameters.

* The user can configure the server to send broalaasime intervals or manually

at his/her discretion.

» If the server sends a broadcast frame, it waitsedgponses from all nodes.

» After receiving a response frame from a node, @mees extracts the addresses

from the nodes involved and the RSS value forlthis
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» After all nodes respond the server iterates traalpits stored data and tries to

calculate new locations with the refreshed dataliakes.

* New location data is displayed or sent to a mappjgication.

* The process is repeated for each frame receivddR&IS information.

4.4.1 XBee Software Interface

tbservable ApiFrame
rawFrame : bytel]
addChserver =] : Chserver) : woid framelelimiter : EscChars
deletedhserver (O : Chserver) : woid framelength : Framelength
notifylhserwvers (arg @ Chiject) rovoid framelata : FrameData
hasChanged (W] : boolean checksum : byte
NetApicComm HetApiFrame
in : InputStream NethpiFramwe [ cwdld : NetCrodId,
out : CutputStream destéd : byte[],
inFrames : LinkedList<NetipiFrame:> destla @ byte[] .,
outFrames : LinkedList<NetipiFrames haops i hyte,
K apt : hyte,
connect | portHame : ﬁtrlng, rfhata : byte[]) : NetipiFrame
handrate @ int,
dataBits @ int,
gtopbits & int,
parity : int) r owoid
i=Erpty [ ) : hoolean NEtcded
read [N : MetApiFrame
Zend [ frame : NetipiFrame) »ovoid modem3tatus = DOxgh
at.Cracl = Ox08
atCrodgueue = Ox09
atCrmdResn = Ox&g
zigBeeTxReqg = Ox10
zigEeeTx3tat = Ox58B
zigEeeRecPag = Ox90
HetCmdId | val @ hyte) i MetCmdId
getifal [ : hyte

Figure 4.9 Simplified XBee Software Interface Clas®iagram

XBee modules where designed to interface via alsesmmunications channel.

They define a proprietary serial communicationdqgrol. The modules have two serial
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modes of operation, command mode and APl mode. Misecto work with APl mode for
reliability and compatibility with an object oriegdt programming model. The modules have
a variety of commands to configure the network ficome the module, send and retrieve
data and execute some behaviors. We developedveasefibrary in JAVA to easily
interface with a module connected via a serial.géigure 4.9 shows a simplified class
diagram of our implementatiobet Api Conmcreates a serial port connection to an XBee
device connected to the Pit Api Conmimplements two communications paradigms,
push and pull. It inherits from th@ser vabl e class thus observers could join to be
notified of incoming data frameblet Api Conmalso implements several methods to read
the next received frame, send a new data frameyeuify if data frames are available. Data
frames are created with thNet Api Fr ame class which defines a general frame structure as
shown in Figure 4.3. All frame types and commarnmksyhave been defined and
implemented. We also completed a MAC level impletagon of the interface,

MacApi Comm MacApi Fr anme and other related classes. It can be used witBQBel5.4

XBee module’s firmware.

4.4.2 Cooperative Trilateration

On section 4.1 we described the mathematical psoamed formulas for trilateration.
This section will focus on the algorithm used bg tentral server to process all gathered
data and actually locate each node on the network.

Let's start with a simple diagram to understand liata flows throughout the

network. Figure 4.10 illustrates several time fraroédata flowing trough the network. The
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coordinator node attached to the main server dtagtkcation broadcast among nodes. Data
packets received by wireless nodes could be ussignal the RSS sensing process and the
return the information to the central server. Thealdcast and return process continues at

intervals defined by the server.
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Figure 4.10 Broadcast and Return Data Flow

The coordinator node, shown in blue, starts thadcast to its neighbors, shown in
green. Some neighbors might be beacon (known to@atiodes. It is necessary to also know
the RSS among beacons to update the graphicainisgace. Red arrows represent the
spreading of the broadcast following standard brasting algorithms. Blue arrows represent
the return of RSS data frames for each link. A Imkefined as a physical level wireless
communication link between two nodes. The linksakréhe information we need to
calculate the locations of the nodes. The cenénales maintains a database of all the links
received. The server iterates throughout all lirdceived to incrementally locate all nodes.
Each link contains the IP addresses of the two sidtie RSS value, a timestamp and a time-

time-to-live value.
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Figure 4.11 shows a simplified version of the aildpon that runs at the central server.
This algorithm performs distributed trilateratiddistributed referring to the fact that location
data was gathered by distributed collaborationcafes and that location information

propagates as new nodes are found.
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void trilaterate(){
/1l 1terate to find beacon-to-beacon Links
Vect or <CLi nk> bl i nks = new Vect or <CLi nk>();
/1 Find their mapped di stances
/1 Calculate Map-to-Real Ratio
ntrRatio;
/1l Verify there is enough beacons to continue
if (I's <3) {return;}
blinks = null;
/1 lterate to find Iinks with unknown nodes
for (lterator<CNode> uit =
dat abase. get UnknownNodes().iterator();
ui t. hasNext ();){
Vect or <CLi nk> tlinks = new Vect or <CLi nk>();
[**Filter links**/
/1 Find l'inks for current node
/'l Renove by duplicates, by tinmestanp and by unknowns
/1l Sort by closest to the unknown, then by beacons
/1 At |east three known nodes?
if (bgty < 3){continue;}
[**Tril aterate**/
/1l Select first three filtered beacons
CNode origin = tlinks.el enentAt(0);
CNode xAxis = tlinks.elementAt(1);
CNode beacon = tlinks. el enent At (2);
/1 Convert with Map-to-Real ratio to get mapping distance

sigStrO = tlinks.elementAt(0).getRSS() / ntrRatio;
sigStrX = tlinks.elementAt(1).getRSS() / ntrRatio;
sigStrB = tlinks.elementAt(2).getRSS() / mtrRatio;

/1 Trilaterate
unknown = Trilateration.trilaterate(
origin.getlLocation(),
xAxi s. get Location(),
beacon. get Locati on(),
sigStrQ, sigStrX, sigStrB);
/1 1f no real solution is found return
i f (unknownPoi nt == null){continue;}
/1 Update Map
}
/'l Repeat procedure with known nodes to refresh their position
for (lterator<CNode> uit =
dat abase. get KnownNodes().iterator();
ui t.hasNext ();){
...
}

Figure 4.11 Central Server Distributed Trilateration Simplified Algorithm
We start with a database Gfi nk andCNode objects.CLi nk is an object

corresponding to each physical link gathered froenliroadcast and return process. Fixed
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location beacons are first retrieved to calculaiéap-to-Real ratio. This ratio is used to
convert from real distance to the distance disglatehe user interface. After this, a list of
CNode's containing unknown nodes is retrieved from theatlase. The algorithm iterates
trough all nodes until all possible locations aatcualated. For eacNode a list ofCl i nks

is retrieved from the database. The list contalinghgysical links to this unknown node. The
list then undergoes several filters to clean datmnfuseless data. It first removes duplicate
data, and then it removes old data comparingritestamp to its TTL (time-to-live) value.
Finally it removes links with unknown location beas. The final step towards filtering is to
sort links by the closest to the selected unknamal, then sort by fixed location beacons.
Step by step, these filters get rid of uselesdddata and then sort the list to select the best
three known location nodes to perform the trilaierawith. After selecting the best three
candidates for trilateration, the RSS is conveusidg the Map-to-Real ratio.

Tril at erati on is an abstract class that implements the trilataralgorithm. The
internals of this class are defined and describexiction 4.1 and 2.2. After iterating all
unknown nodes, the same process is done for prayitacated nodes to refresh their

location.
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Figure 4.12 Central Server Simplified Class Diagram
Figure 4.12 shows a simplified class diagram ferdantral server. These classes
implement a representation of the real networkaafes and include a graphical user
interface for each node. These classes togethkritietpreviously described XBee software

library comprise the software middleware for réxalet location systems based on the XBee
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platform of wireless sensors. TBeI class is not shown in the diagram. This class
implements a simple graphical interface. The negtien will describe the screens and parts

of the graphical user interface.

4.4.3 User Interface

We developed a simple user interface that showaddes at the PC screen as they
are located. We will not go into class internald details of this implementation since it is
not the scope of our research to develop the grapimterface. The GUI can be customized
based on the application. Figure 4.13 displaysyis¢em at work. The top half shows the
user interface. It maps three beacon nodes arrangettiangle shape, and a third unknown
node. This setting is only experimental, but denramss the functionality of the developed
software. The bottom half of the figure shows dpe of the actual devices working with
the system. Notice that the unknown node was ldcait@ reasonable location at the map,
relative to its actual location. This experimers@iting only has 4 nodes, but it runs the same
software that is able to locate a bigger networkades. Another important detail of the
graphical user interface is the gray circle surtbng each node. This circle represents the
signal coverage of each node. Remember that tledesg modules used do not have an
attached antenna and are working at one of the®sbpower levels available. We can
roughly approximate their range in this scenaria tadius of about 40 inches. We described

their range capabilities in section 3.1.1.
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Figure 4.13 M-Loc Prototype
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Real-Time Location Systems are inherently dynamicature. This dynamic inherent
property cannot be observed in Figure 4.13, buirmptementation does locate the nodes in
real time as they move. It is also out of our scpanalyze and optimize the time delays of
the real position versus calculated position ontireless unknown nodes. Improvements in
the microcontroller code and some parameter tweakinhe wireless modules will greatly

increase the time performance of our implementation

Figure 4.14 Wireless Nodes. (a) Beacon 1, (b) Coamdtor, (c) Beacon 2, d) Unknown

Figure 4.14 provides a closer look to our prototgpting. The coordinator node,
Figure 4.14.b, is attached to a USB-to-Serial medalinterface with the central server PC.

Beaconl is one of the fixed position beacons tageilith Beacon2. Beaconl is battery
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operated, while Beacon2 is powered from the PC.la$tenode is Unknown, which is
battery operated. This Unknown is the node to batkd at the central server. Beaconl,
Beacon2 and Unknown are standalone wireless noaksam operate with a 3.3V power
source. They all share the same firmware, configura and circuit interconnections as

described at section 3.1.3.

4.5 Simulation Environment

In order to experiment with networks with largeinmers of nodes we built a
simulator environment is shown in Figure 4.15slsimilar to our prototype GUI shown in
figure 4.13. There are various elements that aglayed in the map. We start at the center
with the beacon antennas shown in blue. Theséharthtee nodes with a known fixed
location and one of them starts the broadcastsagim a real deployment. The rest of the
network is filled with pseudo randomly positionetknown nodes, shown in green. These
nodes have a known location, but the applicatiorutates wireless communications among
them and RSS sensing. With this information thasation is estimated using the same
trilateration and filtration algorithms describedchapter 4. This simulator also shares
similar class diagrams as our real prototype. Riécealculated positions are displayed in
black and a red line linking the dot to its reaspion. This red line represents the error in the
calculation. As you might observe, nodes far frw® ¢enter appear to have greater position

errors.
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Figure 4.15 Simulation Environment
Several menu options allow the user to modify maésimulation parameters. Some
parameters include network size, amount of beaodes) positioning error thresholds, node
separation and RSS measurements error threshittigidual errors and positions are
randomized based on the thresholds specified bysbe The user can also insert additional
nodes or antennas by clicking with the mouse asireld position. One last element
displayed is the gray circles surrounding each nalgieh represent half their signal radius.

The signal radius is internally defined as 100 festnode.
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5 EXPERIMENTAL ANALYSIS

5.1 Introduction

This chapter presents results of experiments caadwmn both a working prototype
as well as a simulated implementation of our riga¢ location system over wireless mesh
networks. The experiments help validate our sohgtiand ideas, and serve as a
demonstration of the feasibility of the system. Tdiea is to set up a working network of
wireless nodes and a central server using our aoftvand prove it reasonably functional.
The specific objectives of the experiments were:

1. To validate the software middleware as a functigyatem.
2. To validate the prototype deployment location capsds.

3. To measure the effects of network size on locadicruracy.
4. To measure the prototype location latency time.

To test the first, second, and fourth objectivéxed number of nodes were built to
try and locate the position of just one of its Weéss nodes. The same location of this node
was calculated several times by the central sersieig different sets of data. Additionally,
the location was changed several times the byeh&a server. Each location was
calculated several times using different sets td.deEme was measured at the server for
incoming and departing data frames. This experinsedétailed on sections ahead.

The third experiment objective was tested usingsthmilator developed to test the

algorithms. The simulator accepts several paramsterh as the network size, error
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thresholds, node positioning and number of beadMescan, in a simulated environment,
easily observe the effects of increasing the ndtwse on the position error of a distributed
location scheme.

Our central server prototype was developed using 1& programming language,
GNU/RxTx 2.0 Serial COMM interface for Java. Theeleéss nodes were composed of one
DIGI's XBee-PRO wireless module and one TI's MSPEB232 microcontroller. The XBee
modules were using XBEE PRO ZIGBEE COORDINATOR AP8117 and XBEE PRO
ZIGBEE ROUTER API V.8317 firmware code. The MSP4302B2 firmware was developed
using The C programming language and compiled mip-gcc, a GCC toolchain for
MSP430. Our network simulator was developed udweglava 1.5 programming language.
The experimental environment was composed by:

* One generic PC running Microsoft Windows XP, onrael Centrino DUO
processor at 1.6 GHz, and 1GB of memory.
» Four XBee-PRO modules each attached to a MSP43@Fh&3ocontroller

running at 4MHz.

5.2 Prototype Implementation Analysis

The objective of this experiment is to verify theiotype deployment location
capabilities and at the same time test the softwadeleware as a functional system. We
want to verify that our implementation performssaaably as expected.

We used the same setup depicted in Figure 4.18wdunsisted of three wireless

beacons arranged in an equilateral triangle. Antiadal wireless node was used as the
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target for location. Figure 5.1 illustrates theipoas and distances of all nodes in this
setting. Notice that the distances are in inchesthis is not the typical real scenario.
Remember that our nodes do not have an attachedremand are working at its lowest
power level. Fixed beacons are located twelve is@part and there are seven important
areas of location. The wireless unknown node wagipoed at each of these areas and
several measurements were taken. The position \@asialy measured at the setting and
manually located at the computer screen, so thghniave added some minimal errors to

the results.

Figure 5.1 Experimental antennas setting
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5.2.1 Prototype Location

As stated previously we chose seven areas of totatound the beacon antennas. A
wireless node was located at each one and abaueaBurements were taken at each
location. The measurements are not shown sincéataegathered was used internally by the
server to locate the nodes. What was finally usea metric was the (x,y) location of the
nodes at the screen of the GUI. The positions wWene compared to its approximate exact
location and then a distance difference was caiedlda his difference was divided by the

radius of signal coverage as described in secti®nvhich is about 40 inches.

di stance error = (realpos—calcpos)/

radius 5.1
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Figure 5.2 Position error at different broadcasts neasurements
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Figure 5.2 shows the error calculated for eachviddal measurement as described
above. It does not show the position being measimdt is not important for the analysis.
The graph shows an average for all measuremeiatsonit 12.42%.

In real world terms, if we had a radius of abouirihes, then we had about 5 inches
of error. Extrapolating to a full blown deploymetite radius is about 100 feet indoors and
12.42 feet of error. Depending on the applicathida might be acceptable or not, but for
many applications we b it is acceptable. Yet we alestrated the capabilities of our
prototype of locating the node at an acceptablgmanf about 12%. What was definitive
was the functionality of our middleware systenpribtved capable of performing as a

complete system for wireless node location.

5.3 Effects of Network Size in the Location Error

As shown by our first experiment, our system wasabée of handling the data and
locating one node within acceptable margins ofreifbe objective of this second
experiment is to determine how position errorsdcffee localization of other nodes through
the network when we increase the network size. @kperiment was carried out by using the

simulation environment described in section 4.5.

5.3.1 Distributed Location Error Propagation

This second experiment is used to determine howar&tsize affects the average

position error obtained. We used the simulator idesd at section 4.5 for this experiment.
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An internal programming interface was used to aghtée same simulation environment
without the graphical overload.
In our experiment we defined the parameters asvall

/1 Nodes to Antennas Ratio
naRatio = 1;

/'l Position Error Threshold %
posErr Thres = 40;

/'l Extra Antenna separation
nodeSep = 50;

[/ Tri-antennas?

tri = true;

/| More-antennas?

nmore = fal se;

/'l Repeat Broadcast

repsB = 10;
/[l lterate Cal cul ations
repsT = 10;

[l Error Threshold Sensed RSS 12%

err ThresNode = 12;

Then we iterated these parameters with severalanktsizes and obtained the results
depicted in Figure 5.3. The ‘Y’ axis shows the agerlocation error measured as a percent
of the node signal radius. This means that if ih@ées have a signal radius of 100 feet (or 200
feet in diameter), an error of 20% translates temar of 20 feet. The ‘X’ axis shows the

network size in nodes. The network size went frototal of 4 nodes to 579 nodes.
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Figure 5.3 Simulation Environment

Notice that our results show an average error otitB0% independent of the
network size. If we calculate a global average W&io 18.69% position error. In practical
terms we can conclude that based on these findamgsicrease in nodes will not necessarily

result in an increase on the average position .error
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Figure 5.4 Average position error by network size

The graph also shows another line which displagsathount of nodes that are not
possible to locate. Notice that the total nodeatied is calculated by subtracting this value to
the net size. We can observe that it linearly imzets with the size of the network, this is
mostly the nodes at the edges of the network. Bivark in this experiment maintains a
rectangular shape. As the network size grows the loatween total nodes and nodes on the
edges decreases. This means that there are mars mgdle the network than at its edges as
it grows. This appears to be the reason why theageeerror tends towards a constant value.

Future experimentation can verify this claim.
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5.4 Location Latency

The objective of this third experiment is to meastine location latency time of our
experimental prototype. This is the time it takes $ystem to refresh the location of a
moving node. This value could be used to deterrtieeninimum time rate at which the
server should send location broadcasts.

We used the same setup depicted in Figure 4.13wduinsisted of three wireless
beacons arranged in an equilateral triangle. Antiadal wireless node was used as the
subject for location. We measured latency by meaguhe time it took a broadcast frame to
propagate trough the network and the time the aksérver received responses from all
nodes in the network. The experiment consistedafadhsecutive location broadcasts. Figure

5.5 shows our results.

Location Latency (1.69 sec average)

O T T T T T T T T T
0 2 4 6 8 10 12 14 16 18 20

Broadcast ID

Figure 5.5 Location Latency
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We found out that the prototype is capable of sdfireg the node’s position at an
average of 1.69 seconds. The ideal latency valua Real Time Location System is zero. As
implemented, this latency will increase as the neindd nodes increases in the network.
Nodes deeper in the network will have greater kagehat those close to the central server
antenna.

Latency can be improved by increasing the netwarkdbrate, by increasing the
central server’'s antenna coverage, or by instalichdjtional antennas directly connected to

the central server and scattered deeper in theonletw

5.5 Cost and Power Analysis

In this section we present a rough BOM (Bill of Mia&ls) cost and an approximation
of power consumption for the wireless nodes. Anrapmate range of prices is given as
they were found at online catalogs. The pricescareent. A wireless node consists of an
XBee module, an MSP430 microcontroller, an 8MHztaly a PCB board, a 500 mAh coin
battery, a battery holder and a plastic enclosLine.PCB board and the enclosure can be
custom made but the prices presented are off-tE4stoducts. Each node ranges from

$25.28 — $40.51 total cost in materials.

XBee Module $19 -—-$32 X1

MSP430 MCU $1.05 —$1.87 x1

8MHz Cristal $0.22 —$0.32 x1

PCB Board $4.19 —$4.50 /20

Battery (500 mAh) $2.56 —$3.20 x 1 (10 hr @ pdiver)
Battery Holder $0.75 —$1.10 x1

Enclosure $1.49 —-$1.79 x 1

Wireless Node $25.28 — $40.51
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The best way to estimate the power consumption éxperimentally measure the
current consumption of the device under differeensrios. We roughly estimate the power
consumption based on manufacturer specificatione.XBee module consumes about
50mA when transmitting and receiving and the MSPd@tsumes about 200 uA at full
power. Based on these numbers we compute theirrpmymsumption as 50.2 mA when a
data frame is received or transmitted. The amofippwer consumed at sleep mode is
negligible. To calculate the time spent receivingransmitting we calculate the time needed
to process frames of 160 — 176 bits long at 96Q@ bate. We get a total of 35 ms if a frame

is received and resent.

Transmit Rx 22 bytes 176 bits 18.3 ms @ 9600 baud
Receive Pckt 20 bytes 160 bits 16.7 ms @ 9600 baud
Full Power 35 ms

At full power the node consumes 50.2 mA and draigsin battery with a capacity of
500 mAh in about 10 hours. But this is not the cisee most of the time the nodes are at
sleep mode. To get realistic numbers we use the sipent transmitting and receiving which
is about 35ms. We will call this transmit/receiyele a Tx/Rx slot. Given a total of 10 hours
of battery power, we get 1028571 Tx/Rx slots.

10 hours x 60 min x 60 sec x 100 ms / 35 ms = 1028%/Rx slots

For each server broadcast we can assume that edelspends 3 Tx/Rx slots
receiving the broadcast and sending RSS data bable tserver. We get 342857 Tx/Rx
broadcast slots (TRBS). This means that each rasie flor 342,857 server broadcasts after
the battery is drained.

1028571 Tx/Rx slots / 3 per broadcast = 342857 X)XR®adcast slots (TRBS)
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If we set a 10 second time interval between eacresbroadcast, we get 952 hours
of operation for a node which translates to ab@udldys of operation with a coin battery.

342857 (TRBS) x 10 second broadcast interval =1gh##s ~ 40 days

These figures can improve by increasing the netwarld rate and decreasing the
broadcast interval. The figures relate to the gyme implemented. We do not claim the

correctness of these calculations. They are intttmlée used as a guide.
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6 CONCLUSIONS

In this dissertation we have presented a real kixtation system built on top of a
wireless mesh network. This system builds on fajp® basic infrastructure for RTLS
solutions, including wireless nodes, wireless beatmdes, a central server and a
programming interface for the XBee module. We dbscrthe motivations behind building
a new RTLS solution, its numerous applications all &s the potential for future markets.
The system architecture and mathematical proceduses described in some detail. We
presented a working prototype implementation ofsysem, a software simulator and

conducted experiments that demonstrated its fumality and performance.

6.1 Summary of Contributions

The work presented describes and demonstrate®huios to real time location. We
have been able to produce a software middlewarendirastructure for future RTLS
applications and developments. Our system coulaplpéed and deployed to numerous
kinds of applications and problems requiring lovstcemall foot print and easily
maintainable and scaleable infrastructure.

In Chapter 3, we presented the design of our nea kbbcation system infrastructure.

We started by presenting the hardware componentseghnologies used on our design and
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the reasons we selected them. First we presengesktacted transceivers, microcontrollers,
and the network protocol.

» XBee Wireless Modulelt is a stand-alone, ready-to-use solution davr-
power, low-cost, wireless sensor networks. Theyatpewithin the ZigBee
mesh networking protocol at the network level or ®kevel.

 MSP430- The MSP430 is an ultra low-power microcontrodad consists of
several devices featuring different sets of penialsetargeted for various
applications.

Then we discussed some issues concerning the cista@asurement method.

* Received Signal Streng{RSS) — RSS can be used as a metric of distance
from node to node. The loss on the signal candrestated to an approximate
of the distance between the measuring nodes.

Finally we discussed the centralized real timetiocascheme.

» Cooperative Multilateratior- Using cooperative multilateration most nodes
in the network could be located within an averagereof 12% of the
coverage radio, which is acceptable for many apptios. Cooperative
multilateration works by locating the unknown nodésser to at least three
beacons. This is accomplished by trigonometric itatdtration using the
distance among nodes as measured by the recegred strength. Their
location is then propagated to the farther unknaattes by using the location

of the newly located nodes.
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In Chapter 4 we described our system design. Weritbesl the wireless nodes
behavior and internal algorithms.

* Wireless Nodes The nodes have several tasks to do besidesng eaid
maintaining the wireless mesh network. Each nodeives and performs
commands sent by the central server, also retuf\R&ies to the central
server and propagate server broadcasts.

» Central Server The central server software is in charge of menggie
coordinator node, configuring the wireless nodethenetwork, and
calculating the location of all nodes. Locationoimhation can be used to draw
the location of wireless nodes in a map.

We then described the central server data gatheritageration and filtration
algorithms. We also described the data flow inrtéevork of nodes. Finally we explained
the relationship between RSS and distance amongsnod

In Chapter 5 we presented a working implementatfoour proposed software
middleware for real time location systems on wigsleesh networks. The experiments
helped validate our solutions and ideas and seaseldemonstration of the feasibility of
building such a system. The experiments helpedlidate the software middleware as a
functional system, the prototype deployment locatiapabilities, and to measure the effects
of network size in the location error. We concludeat based on the findings, an increase in
nodes will not necessarily result in an increaséh@maverage position error. We also
demonstrated the capabilities of our prototypetale nodes at a margin of about 12% of

the coverage radio. Prototype tests also showedhbaystem had an average location
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latency of 1.69 seconds. Our work demonstratedethgbility of RTL with of-the-shelf
components. A brief analysis on costs showed tiv@ess nodes could be manufactured at
around $25. A theoretical analysis on power congiomgshowed that a node could drain a

coin sized battery in about 40 days if the systefreshed locations at 10 seconds intervals.

6.2 Future Work

The following is a partial list of interesting fusudevelopments for our work:

* Wireless Nodes Wireless nodes firmware could be greatly impcoua
several areas regarding power management, comntionicpeed
improvements, RSS sensing precision, calculati@edpmprovements,
parallel RSS sensing and return, frame loss impnaves, extension on XBee
module management, and the ability of remote I/@imadation. This last one
is an interesting and useful topic since it enahlesmote manipulation of the
microcontroller’s internal modules. It adds a vayrief capabilities to the
system besides location.

* Wireless Nodes Packagid\ prototype package with minimal size, antenna
protection, coin battery, weather protection, axigmal ports.

» Central Server The central server should implement a generic
communication interface to enable multilanguagg@mming.
Improvements should be made to data filters ancltation speeds. A three
dimensional trilateration scheme is greatly sugggesAlso multiple points of

RSS data collection are a major improvement to dalflaction.
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® Moving Beacons Explore the behavior of the system by introdugome

nodes equipped with a GPS device and the capatalityove over the map.
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