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ABSTRACT 
 

 

Simulation models have importantly expanded the analysis capabilities in engineering designs. 

With larger computing power, more variables can be modeled to estimate their effect in ever-

larger number of performance measures. Statistical experimental designs, however, are still 

somewhat focused on the variation of less than about a dozen variables. In this thesis, an effort 

to identify strategies to deal with dozens of variables is undertaken. The aim is to be able to 

generate designs capable to estimate full-quadratic models. Several strategies are contrasted: 

(1) generate designs with random numbers, (2) use designs already available in the literature, 

(3) generate designs under a clustering strategy, and (4) generate designs using random walk 

methods. The most significant area of opportunity is the manipulation of 50 or more variables, 

where the state-of-art seems to be at this point according to literature review, trials with 

different software packages and reviewers' feedback in referred journals.  
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RESUMEN 

Los modelos de simulación han expandido de manera significativa la capacidad de análisis en 

diseños de ingeniería. Con un gran poder computacional, una mayor cantidad de variables 

pueden ser modeladas para estimar los efectos de cada vez más medidas de desempeño. Los 

diseños experimentales están enfocados en la variación de menos de una docena de variables. 

Este trabajo, se enfoca en la identificación de estrategias para trabajar con decenas de variables 

simultáneamente. El objetivo es la generación de un diseño experimental capaz de estimar 

modelos de regresión cuadráticos.  Se realizará una comparación entre varias estrategias: (1) 

generación de diseños con números aleatorios, (2) generación de diseños mediante métodos ya 

existentes en la literatura o mediante programas existentes, (3) generación de diseños mediante 

la estrategia de "clustering", y (4) generación de diseños mediante métodos pseudo-aleatorios.  

El área de oportunidad de mayor significancia es la manipulación de 50 variables o más, donde 

el estado de arte parece ser en este punto, de acuerdo con la revisión de literatura, ensayos con 

diferentes paquetes de software y sugerencias por parte de revisores de revistas especializadas.  

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 iv 

DEDICATION 

 

To my little sister Salome, because you have been a gift from God to our family.  Remember 

to always follow your dreams and conquer your goals with courage and determination. Every 

day I will continue to work hard in order to be a better role model for you and make you proud. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 v 

ACKNOLEDGMENTS 

 

Firstly, I want to thank God for giving me the opportunity to complete my Masters degree and for 

allowing me to meet very special people along the road. Also, I want to thank to my family for 

their support in every moment.  Thanks to my mom and dad, Mariluz Vázquez and Wilfredo 

Méndez for allowing me the opportunity to study a professional career and for their support in each 

of my goals and dreams. Thanks to you I have overcome and have achieved goals that I never 

imagined. 

 One of the most important people during this process of my Masters degree is my advisor, 

Prof. Mauricio Cabrera Ríos. The development of this thesis was possible thanks to him. Thanks 

for your guidance, support and your friendship. Thanks for making me believe in myself and for 

helping me grow personally and professionally. Thanks also to Dr. Clara Isaza for her support, 

counsel, friendship, and for letting me share with her family. 

 I want to especially thank Kasandra Ramírez Rojas and Hecny Candelario for their 

collaboration in this research. Also Juan Rosas, Enery Lorenzo, and Jaileene Pérez for their help 

in the editing process in the writing style and language. Additionally I want to thank the Applied 

Optimization Group, specifically Esmeralda Niño, Nitza García, Katia Camacho, Diana Sánchez, 

Yaritza Santiago, Yazeli Cruz, and Mary Carmen Acosta. As well IEGA members Samuel Bonet, 

Cesar Salazar and Isis Narváez for their support, motivation, and unconditional friendship.  

 A very special group of people are the personal of General Engineering Department, Dr. 

Jaime Ramírez Vick, Edda Rosado, Crimilda Pagán, Lucia Balaguer, and Norma Gómez.  Thanks 

for their support, advice, and friendship. You are an essential part in the development of my career.  

 Also I want to thank the members of my graduate committee for their guidance and their 

advice. As well as the Industrial Engineering Department, the Crest Program (Grant HRD 0833112, 

NSF), and the NIH MARC Grant 5T36GM095335-02 ‘Bioinformatics Programs at Minority 

Institutions’ for their financial support during the process of my Masters degree.  

 

All of you were essential in the development of this thesis and my master's degree. I am 

very grateful to all of you. 



 

 

 

 

 

 

 

 vi 

Table of Contents 

 

 

1       INTRODUCTION ......................................................................................................... 12 

1.1 MOTIVATION ................................................................................................................ 13 

1.2 OBJECTIVE ................................................................................................................... 14 

1.3 THESIS ORGANIZATION ................................................................................................ 14 

2 LITERATURE REVIEW ............................................................................................... 15 

3 BACKGROUND ............................................................................................................ 20 

3.1 DESIGN OF EXPERIMENT .............................................................................................. 20 

3.1.1 Full Factorial Design........................................................................................... 20 

3.1.2 Central Composite Design .................................................................................. 20 

3.1.3 D-Optimal Design ............................................................................................... 21 

3.1.4 Other Optimal Designs ....................................................................................... 22 

4 PROPOSED METHODS ................................................................................................ 23 

4.1 CLUSTERING DESIGN METHOD: INITIAL VERSION ....................................................... 23 

4.2 CLUSTERING DESIGN METHOD: MODIFIED VERSION ................................................... 25 

4.3 RANDOM WALK METHOD: LINEAR CONGRUENTIAL GENERATOR DESIGN .................. 26 

4.4 RANDOM WALK METHOD: MERSENNE TWISTER DESIGN ............................................ 27 

5 COMPARISON OF THE METHODS ........................................................................... 29 

5.1 STATISTICAL PROPERTIES APPROACH .......................................................................... 29 



 

 

 

 

 

 

 

 vii 

5.1.1 Experimental Designs for 10 Variables: Statistical Comparison Results ........... 30 

5.1.2 Experimental Designs for 20 Variables: Statistical Comparison Results ........... 33 

5.1.3 Experimental Designs for 50 Variables: Statistical Comparison Results ........... 36 

5.2 COST APPROACH .......................................................................................................... 39 

5.2.1 Initial Based Enumeration................................................................................... 40 

5.2.2 Random Based Designs ...................................................................................... 41 

6 SIMULATION OPTIMIZATION METHOD ................................................................ 44 

6.1 ILLUSTRATIVE EXAMPLE: PRODUCTION LINE WITH 50 WORKSTATIONS ...................... 47 

7 CONCLUSION AND FUTURE WORK ....................................................................... 51 

REFERENCES ....................................................................................................................... 53 

PUBLICATIONS:................................................................................................................... 60 

APPENDIX A ......................................................................................................................... 63 

APPENDIX B ......................................................................................................................... 67 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 viii 

Table List 

 
Table 1. Comparative results for different experimental design for 10 variables...................31 

Table 2. Comparative results for the coefficients estimation by the different experimental 

design for 10 variables.............................................................................................................31 

Table 3. Comparative results of the residual analysis for different experimental design for 10 

variables. .................................................................................................................................32 

Table 4. Comparative results for different experimental design of 20 variables.....................35 

Table 5. Comparative results for the coefficients estimation by the different experimental 

design for 20 variables.............................................................................................................35 

Table 6. Comparative results of the residual analysis for different experimental design for 

20 variables. ............................................................................................................................35 

Table 7. Comparative results for different experimental design of 50 variables.....................37 

Table 8. Comparative results for the coefficients estimation by the different experimental 

design for 50 variables.............................................................................................................37 

Table 9. Comparative results of the residual analysis for different experimental design for 50 

variables...................................................................................................................................38 

Table 10: Cost estimates for the generation of experimental design for 50 variables.............40 

Table 11: System Time for the incumbent solution for the production line with 50 

workstations.............................................................................................................................49 

Table A.1. System Time for the incumbent solution for the production line with 10 

workstations.............................................................................................................................66 



 

 

 

 

 

 

 

 ix 

Table B.1. System Time for the incumbent solution for the production line with 20 

workstations.............................................................................................................................69 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 x 

Figure List 

 
Figure 1. Growth in the number of runs as a function of the number of variables for the cluster 

design and the full factorial design..............................................................................25 

Figure 2. Growth on number of runs of the modified version enumeration compared to the full 

factorial enumeration. .......................................................................................................26 

Figure 3. Plot of residuals in time sequence for 10 variables..................................................33 

Figure 4. Plot of residuals in time sequence for 20 variables..................................................36 

Figure 5. Plot of residuals in time sequence for 50 variables..................................................38 

Figure 6. Resulting experimental designs for 10, 20 and 50 variables....................................39 

Figure 7. Simulation-based optimization algorithm................................................................45 

Figure 8. Range of values for the workstations’ mean process time in simulation model......48 

Figure 9. System time for the incumbent solutions of the simulation-optimization method...50 

Figure A.1. Simulation model for a production line with 10 workstations.............................63 

Figure A.2. Range of values for the workstations’ mean process time in simulation model with 

10 variables......................................................................................................................64 

Figure A.3. System time for the incumbent solutions of the simulation-optimization method 

for 10 variables........................................................................................................................65 

Figure B.1. Simulation model for a production line with 20 workstations..............................67 

Figure B.2. Range of values for the workstations’ mean process time in simulation model with 

20 variables......................................................................................................................68 



 

 

 

 

 

 

 

 xi 

Figure B.3. System time for the incumbent solutions of the simulation-optimization method 

for 20 variables........................................................................................................................70 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 12 

1 Introduction 
 

 

Systems in engineering and the sciences are affected by multiple variables simultaneously. 

Understanding how these variables affect key performance indicators is important for design, 

control and optimization purposes. Moreover, achieving an appropriate understanding level must 

commonly be carried out while being mindful of resource consumption.  Assessing the effects of 

multiple variables on multiple performance measures has been made a lot more convenient by the 

development of computer simulation, where the resources are mostly computing time and power.  

 A somewhat standard approach to characterize and model variation through experimental 

means is the use of a regression model. Of special interest to this work is the situation in which 

curvature is suspected in the experimental response of interest, thus, a full quadratic regression 

model is sought. There seems to be an imbalance, however, between the increasing capability of 

computer simulation models to relate large numbers of variables to similar numbers in 

performance measures and the restricted focus of statistical experimental designs in dealing with 

a low number of variables.  

 This thesis attempts to bring attention to this imbalance and foster the generation of designs 

to investigate dozens of variables at a time. A more effective use of simulation models is possible 

with developments in this area including a more powerful use of simulation-based optimization. 
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1.1 Motivation 

 

 

Experiments are key to characterize, model and optimize engineering systems. Planning, executing 

and analyzing experiments are activities that belong to the field of statistical design of experiments. 

Because conducting experiments require consumption of resources of many sorts, including time, 

energy, materials and money, special care has been devoted to keep a manageable number of 

experimental variables, runs and replicates.  

 The use of computer models and hence of computer simulation, has allowed engineering 

to predict the effect of dozen and sometimes hundreds of variables at a time in a particular system. 

Such capability, however, has been hampered by the combinational explosion that results from 

using classical techniques to generate experimental designs to analyze engineering systems. For 

example, even at the low number of dozen variables, the well-known full factorial design at three 

levels would result in 310= 59,049 experimental runs. Thus number goes up to 320 = 3,486,284,401 

runs for 20 variables at three levels each.   

 Computer-generated designs have been successfully coded in several software packages, 

but in the experience of this researcher it is still computationally difficult to generate designs for 

40 or 50 variables. Such experience includes the use of Minitab, R, and JMP. Computer simulation 

can be greatly enhanced by the possibility to effectively explore dozen of variables in an efficient 

manner. This thesis intends to provide such capability.  
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1.2 Objective 

 

The objective of this thesis is to devise strategies to generate experimental designs to explore the 

variation of dozen of variables simultaneously. These designs will, in turn, allow estimating full 

quadratic regression models with a minimum number of runs. An initial proof-of-concept aim has 

been set at 50 variables. It is further envisioned that the resulting strategy be implementable in a 

personal computer. 

 

1.3 Thesis Organization 
 

This thesis is organized as follows: The second chapter present an analysis of the most relevant 

recent literature. The third chapter introduces the relevant existing experimental designs and 

current design-generation algorithms used in commercially-available software. The original 

strategies to this thesis are presented in chapter four. The fifth chapter provides a comparison of 

the strategies/designs introduced previously in terms of statistical measures, as well as 

computational cost. The sixth chapter demonstrates the capability of designs with tens of variables 

in a series of simulation-optimization tasks. Finally, the seventh chapter discusses the general 

conclusions of the thesis and suggests directions for future research in this line of work. 
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2 Literature Review  
 

Experiments play an important role in technology and manufacturing because they provide the 

basis to establish the cause-effect relationships between the controllable variables in the systems 

and the performance measures of interest [25]. 

As technology and computational capacity increase, the possibility to analyze and simulate 

systems that are affected by multiple variables simultaneously is increasingly more attractive and 

feasible. Design of experiments (DOE), makes possible the study of these systems in an efficient 

manner, by providing a framework for planning, executing and analyzing experiments to arrive to 

objective conclusions that can be verified and replicated [25]. 

Many experimental strategys exist, including the best-guess-approach and one-factor-at-a-

time approach. The best-guess-approach is based in the knowledge of the experimenter and has 

many limitations, one of these is that using this method the user does not have the guarantee of 

neither repeatability nor optimality[25]. In the one-factor-at-a-time strategy the experimenter 

varies one variable at diferent levels while holding others constant. The limitations of this strategy 

is that it does not consider interactions and it can be very inefficient. As a popular statistical 

experimental design, the factorial design is already superior to both strategies just discussed. The 

factorial design allows to vary several factors simultaneously, and thus, to detect potential 

interactions. Two types of factorial designs are known: (i) full factorial and (ii) fractional factorial.  

The full factorial design tries all possible combinations of the levels of the variables of 

interest. For example, two variables at three and four levels will results in a full factorial of 3 x 4 

= 12 runs in one replicate. Needless to say, this strategy becomes impractical rapidly with a small 
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number of variables. For instance, for 10 variables at three levels, the full factorial requires 310= 

59,049 runs.  For this reason this design is commonly used for the experiments of systems that are 

affected only by a small number of variables [4, 18, 38-39]. Due to this combinatorial explosion, 

an alternative strategy is to run a fraction of the full factorial design; this design is known as a 

fractional factorial design. 

The primary goal of the fractional factorial design is the selection of a subset of a full 

factorial experiment that bring the maximum amount of information of a system with a limited 

number of runs [16].  This experimental strategy is often used in process or product design, process 

improvement and industrial experimentation, where the principal objective is to perform a 

screening experiment to identify the variables that significantly affect a performance measure of 

interest [9, 25]. The two level fractional factorial design is widely used for this purpose. Three-

level fractional factorial designs have not been favored in the literature due to the difficulty on 

separating important variable effects [34]. 

For many experiments in the literature, the number of variables being investigated is less 

than a dozen; in fact, in most cases it is only three or four factors [1-2, 5, 12-15, 18-19, 21, 24, 27, 

29, 33-34, 38, 40-41]. For many cases, the intention is to characterize the system with a second 

order model [1-3, 9-10, 15, 17, 19, 26-29, 36-37, 40, 43, 46, 48-49]. These models are often used 

in optimization experiments [25]. The experimental designs used for these systems are usually the 

fractional factorial design, the central composite design or the Box-Behnken design [1-2, 12-13, 

19, 25, 26, 36, 40, 43, 46, 48-49]. In the literature, it is mostly screening experiments that involve 

more than five or six variables. When the objective is to build a regression model, it is usually less 
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than that number [5, 8, 41]. This is true especially with full quadratic models for which a minimum 

of three levels per variable is necessary to estimate purely quadratic effects [4-5, 41]. 

 One of the best-known practices when fitting a full quadratic model is to employ a Central 

Composite Design, which entails the use of either a two-level full factorial or a fractional factorial 

design, plus 2 axial runs per variable involved, plus a predefined number of center runs [1, 25, 28, 

36-37, 40, 43, 47-49]. This design often capitalizes on the use of a fractional factorial to keep the 

number of runs low while providing a stable and minimal variance in the coefficients [11, 14]. 

 Often the full factorial and the central composite design are not practically convenient as 

the number of runs grows exponentially [25]. They are also limited when exploring experimental 

regions that are irregular in shape. In such cases designs based in an optimality criteria are feasible 

alternatives [25]. These experimental designs are known as optimal designs, and are constructed 

depending on the criteria to be optimized. These designs are often generated using exchanges 

algorithms like the point exchange algorithm or the coordinate exchange method. In general, 

exchange algorithms begin with n-points in an initial design [21]. Then new points are added and 

other deleted aiming to improve a selected criterion [21].  

 For the point exchange algorithm a grid of points is introduced as an input by the 

experimenter. From this grid, an experimental design X is selected initially. Basically, the 

algorithm exchange points that are in the grid, with points that are currently in the design X with 

the aim to improve the selected optimality criterion [25].   

 Another method to generate optimal designs is the coordinate exchange algorithm. This is 

very useful in the development of optimal experimental designs for large number of variables [21]. 

It has been shown to have a reduction of two orders of magnitude in computational time in the 

generation of experimental designs with many variables [21]. "This method searches over each 
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coordinate of every point in the initial design recursively until no improvement in the optimality 

criterion is found [25]." The coordinate exchange algorithm is more efficient than the point 

exchange, and is the method that is most often used in commercially-available software [25]. Both 

algorithms are heuristic in nature, and therefore, do not guarantee global optimality[25].  

 There are several optimality criteria used to generate optimal designs. One of the most 

popular in the literature is the D-optimal criterion. The D-optimal design can be used for first and 

second order models [25]. In this design one can decide upon the number of experimental runs [6]. 

The objective of this strategy is to generate designs that result in the model parameter estimation 

with the lowest variance on the regression coefficients, as explained later in this document.  

 This strategy, as coded in some commercial and open-source software packages, uses an 

initial enumeration in which the predefined number of runs is chosen with the objective to meet 

the optimality criterion [25]. The experimental runs are chosen using in the most cases the 

coordinate exchange algorithms described previously. Optimal designs are useful when the 

sampling is expensive and when taking no more samples than absolutely necessary is encouraged. 

 As another option, if simplicity is important, a naïve way to generate a design is by using 

a probability mass function to prescribe a desired number of experimental combinations. This 

strategy is considered here due to its feasibility to explore several dozen of variables 

simultaneously, although no control over variance or any other statistical properties can be 

exercised in this instance. 

  Finally, for the selection of a design it is necessary to consider many issues for the 

particular system to be investigated. Currently, the majority of DOE techniques are somewhat 

focused in the analysis of the effect of less than a dozen of variables. Sanchez (2012), explains, 

however, that due to the magnitude of many complex and expensive simulation models used in the 
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Department of Defense, dozens of variables at a time must be studied concurrently [30]. She 

explained that many of these simulations often have hundreds or thousands of variables at hand 

[30]. Sanchez (2012) also sets forth the hypothetical situation where it is attractive to build a 

simulation model of 100 variables at two levels. She explains that for a petaflop computer, one 

with a capacity of thousand trillion operations per second, the evaluation of such model would take 

40 millions of years [30]. It is recognized that efficient experimental design offers a great amount 

of information and benefits at a lower cost, offering also the capacity of dealing with higher 

dimensionality [30]. For this reason it is important to identify strategies to deal with large-scale 

systems in an efficient way, considering resources, time, and capacity consumption, but without 

compromising the quality of the results [30, 44].  
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3 Background  
 

 

 

3.1 Design of Experiment 

 

Design of experiments (DOE) refers to the process of planning and conducting an experiment to 

obtain information about the effect of the variation of controllable variables in a given performance 

measure. The data obtained will be analyzed by statistical methods with the aim of obtaining valid 

and objective results in terms of a hypothesis about the system. Through experimentation 

techniques it is possible to prove cause-effect relationships. There are many types of experimental 

designs. The most relevant to this work are briefly explained next.  

 

3.1.1 Full Factorial Design 
 

The full factorial design contains all possible combinations of a set of factors in the analysis 

of a system. The full factorial design gives us a large amount of information, although at a 

high cost in the number of experimental runs [25].  

 Indeed, the size of the design grows exponentially when increasing the number of 

variables. The number of experimental runs required to perform a full factorial design is 

nk, where k represents the number of variables, and n represent the number of levels that 

the variables take. For this reason this design becomes impractical for an analysis of even 

a small number of variables, especially when the experimental runs are expensive.  

 

3.1.2 Central Composite Design 

 

The central composite design is particularly popular in the analysis of systems with the aim 

to characterize them with a second order model. This design is composed of a 2k factorial 



 

 

 

 

 

 

 

 21 

with nF factorial runs, 2k axial runs, and nc center runs [25]. Alternatively, a 2k-p fractional 

factorial can replace the 2k design for economy [10].  

  There are three types of central composite designs. These are the circumscribed, 

the faced centered, and the inscribed design. The circumscribed design has the axial points 

extending beyond the cube position. In the faced design, the axial points are on the cube 

face. In the inscribed design the cube is inscribed within the axial points [7].  

  Most of the statistical software packages have the capability to build a central 

composite design in short time, and yield to the user the opportunity to select the type of 

the design that is more useful according with their properties. Comparing with the full 

factorial, the central composite design reduces the size of the experimental design in a 

meaningful way. The Box-Behnken design is very similar to the central composite design, 

but it differs in the values of the parameters which are at the midpoints of edges of the 

design space and the center [7].  

 

3.1.3 D-Optimal Design 
 

In this design, the idea is to minimize the determinant of the inverse of the so-called design 

information matrix, |(X'X)-1|; where X is the N x p model matrix for the design, N is the 

number of experimental runs and p is the number of model parameters [21, 25]. "A D-

optimal design minimizes the volume of the joint confidence region on the vector of 

regression coefficients," which represents the variance associated to the parameter 

estimation [25]. This design is often used for screening purposes, where in most cases the 

system is characterized by a first-order-model. The D-optimal design is highly popular in 

several software packages [25]. 
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3.1.4 Other Optimal Designs  

 

For optimization purposes, obtaining a second order model is often times the objective. 

There are many types of optimal designs. Main types are briefly explained next.  

 The G-optimal and the I-optimal design, are based in G and I-optimality criteria, 

both of which focus on prediction capability [25]. The G-optimal design, specifically, is 

based in the prediction variance criteria [25]. This designs basically "minimize the 

maximum scale prediction variance over the design region [25]." The maximum scale 

prediction variance is calculated as follow: 

𝑁𝑉[ (𝑥)]𝑌
^

𝜎2
                                                    (1) 

 Specifically, the I-optimal design is based in the integrated variance criteria. This 

design is focused in the minimization of the average prediction variance of the design space 

that is calculated as follow: 

 𝐼 =
1

𝐴
∬ 𝑉[ (𝑥1, 𝑥2)]𝑑𝑥1

𝑑𝑥2𝑌
^1

−1
                                       (2) 

 Another alternative to develop optimal designs is through the use of the A-

optimality criterion. This criterion minimizes the sum of the main diagonal elements of the 

design information matrix, (X'X)-1[25], that is its trace. Finally, the V-optimal design, is 

focused in the minimization of the average prediction variance of a set of points that was 

selected of an interest design region [25]. 
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4 Proposed Methods 
 

 

 

In this work the objective is to identify strategies to generate experimental designs for tens of 

variables, with the intention to obtain a full quadratic model with the least possible number of 

experimental runs.  In this chapter different strategies are proposed to develop experimental 

designs using the k-means clustering algorithm and random walks methods.  The idea of the 

proposed methods is to generate experimental designs for tens of variables, in this work 

specifically for 10, 20 and 50 variables in a personal computer without the need of specialized 

expensive software, and with the capacity to estimate a full quadratic model with the less possible 

number of experimental runs. The development of experimental designs to explore an 

experimental region efficiently for cases of tens of variables has a significant impact in the field 

of simulation. The traditional experimental designs that are found in the literature are focused on 

the experimentation of a few variables, limiting in this sense the capability of simulation to explore 

dozens and hundreds of variables simultaneously.  The proposed methods attend this situation 

allowing to developed experimental designs for tens of variables in a novel and efficient way. The 

proposed strategies are described in this chapter. These will be evaluated in the following chapter 

in terms of their statistical properties and generation cost.  

 

4.1 Clustering Design Method: Initial Version 

 

The Cluster Design Method is currently under development in our group and it was as follows in 

its initial form: (i) generate a full factorial design as an initial enumeration; (ii) add a column with 

uniformly distributed random numbers to the full factorial design; (iii) generate k clusters with the 

k-means algorithm, with k being the number of necessary regression coefficients plus one; (iv) 
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retrieve the k-medoids associated to the k clusters; (v) delete the values associated to the column 

with the random numbers; and (vi) present the experimental design.  

 The rationale behind step (i) is to provide initially orthogonal design points. A random 

dummy variable is introduced as a means to add a controlled perturbation in step (ii). This is 

necessary because clustering equally spaced orthogonal points results in very similar clusters, and 

thus to very similar centroids in the next step. 

 The k-means algorithm is the most basic of the clustering techniques. It iteratively forms a 

user-defined number k of exclusive clusters with each cluster organized around its average location 

or centroid. As proposed here, k is set to the number of necessary regression coefficients to fit a 

full quadratic model plus one in step (iii). The number of coefficients for v variables of interest 

can be calculated as: 

1 + 2𝑣 + (
𝑣
2

)                                                                                (3) 

 From step (iii), then, k clusters result. In step (iv) the medoid of each cluster is obtained. 

The medoids, which are data points in the center of a cluster, are intended as the k runs in the 

resulting cluster design. In this work, an approximate medoid is computed for each cluster by using 

the median of each of the values of the v variables of interest within the cluster under analysis. 

Steps (v) and (vi) of the method are self-explanatory. 

 Equation (3) is useful also to show the growth of the intended method when increasing the 

number of variables, as shown in Figure 1, where this growth is contrasted with that of the full 

factorial design.  
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Figure 1. Growth in the number of runs as a function of the number of variables for 

the cluster design and the full factorial design. 
 

 Looking at Figure 1, it is clear that –if feasible- the cluster design would be convenient to 

explore tens of variables. However, a limitation also becomes apparent. The first step of the initial 

version of the method requires a full factorial enumeration, thus it would become computationally 

inconvenient at some point. This observation, corroborated by a series of tests, lead to the 

following modified version of the method. 

 

4.2 Clustering Design Method: Modified Version 

 

The first step of the original method required the generation of a full factorial enumeration, which 

would become computationally inconvenient at some point as shown previously. A slower 

growing enumeration would help alleviate this situation. The following modification was then 

introduced:  

1) Generate a cluster design D1 of moderate size, say one to explore v=10 variables, using the 

original version of the method. D1 will have n runs.  
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2) Generate a second cluster design D2 as in the previous step. This second design will be 

different due to the random realization in step (ii).  D2 will also have n runs.  

3) Concatenate every run in D1 together with every run in D2. The resulting enumeration 

contains n2 runs with 2v variables.  

 With this new enumeration in place, steps (ii) through (vi) can then be applied to generate 

a design for up to 2v variables. Figure 2 shows the enumeration growth compared to the cluster 

design and the full factorial design.  

 

 
Figure 2.Growth on number of runs of the modified version enumeration compared 

to the full factorial enumeration. 

 

 
4.3 Random Walk Method: Linear Congruential Generator Design 

The clustering design method requires an initial enumeration as previously discussed. This makes 

it inconvenient when the number of variables increases. Experimental designs based on 

randomness, specifically in pseudo random methods are explored. The aim is to create a middle 

point between convenience and control of the resulting statistical properties. The idea behind the 

random walk generator is a path that initiates in a known point and jumps in a determined direction 
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with a given probability. The Linear Congruential Generator and the Mersenne Twister algorithm 

are explored to generate designs under this category.  

 The linear congruential method is a pseudo random number generator calculated with a 

linear equation as shown below: 

𝑍𝑖 = (𝑎𝑍𝑖−1 + 𝑐)(𝑚𝑜𝑑(𝑚))                           (4) 

Where a and c are the multiplier and increment parameters respectively,  m is the module and Zi is 

the remnant integer from the ration in the right-hand side of equation (4).  

 To generate an experimental design, each variable in the design was initialized setting Z0 

as a random integer number in a range from 1 to 3, where each value has a probability of 1/3. 

Multiplier parameter a and modulus m were set to values of 1 and 3 respectively. The increment 

parameter c was defined as a function of the random number generated (rng) as follows: c = (0 if 

rng < 1/3, 1 if 𝑟𝑛𝑔 ≥1/3 and rng <2/3, or 2 if rng ≥2/3) +1. A series of numbers were then 

generated to match the number of necessary regression coefficients to fit a full quadratic model 

plus one.  A balanced design -with as many columns as design variables and as many rows as 

regression coefficients plus one- is generated with this method. 

4.4 Random Walk Method: Mersenne Twister Design  

The Mersenne Twister is derived from the generalized feedback shift register (GFSR) generator 

[20]. This algorithm has excellent statistical properties, including independence, uniformity and 

competitive equidistribution [20]. It also has a large period length of 219937 − 1. This algorithm 

generates uniform random numbers in the range of [0, 1], and has been programmed in many 

software packages, including R-Project, which is of free distribution [31-32].  
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  The generation of the experimental design was carried out in R-Project using the package 

called ‘rngSetSeedas', where the initial seed was set to a value of 5. The idea of this method is to 

focus on repeatability. When the same seeds are selected, the resulting designs will be identical. 
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5 Comparison of the methods  
 

 

 

In this chapter a comparison of the proposed strategies to generate experimental designs for 10, 20 

and 50 variables is presented. The comparison is based on two different aspects: (1) statistical 

properties of the designs generated with the methodologies identified in this work and (2) a cost 

evaluation based on computing time and the requirement of statistical software to generate the 

designs, for the case of 50 variables.    

 

5.1 Statistical Properties Approach  

 

The comparison among all competing strategies to generate experimental designs for tens of 

variables was carried out by artificially building a response through the addition of a known 

function and a random error. The known function was a full quadratic model, in the first case for 

10 variables, 20 variables for a second case, and 50 variables for a third case, with all regression 

coefficients arbitrarily set equal to 10. The random error came from a normal distribution with 0 

mean and standard deviation of 1.5 units.  

 The idea behind having an artificial response is to provide a controllable expected value 

and a random noise around it. The idea is focused in verification: if true experimental data can be 

effectively modeled with a full quadratic regression model, it will look very similar to our artificial 

response. If we control the artificial response, then we can measure the performance of our method 

when approaching it. 

 Experimental design from each strategy (i) random design, (ii) Full Factorial, Central 

Composite Design and D-Optimal Design, and (iii) the proposed Clustering Design, LCG Design, 
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and the Mersenne Twister Design, were used to sample and then to estimate the artificial response 

described previously. The following indicators were measured: (M1) number of runs, (M2) mean 

square error (MSE), (M3) number of regression coefficients estimated, (M4) the trace of (X'X)-1, 

that is, the trace of the inverse of the so-called design information matrix, which is proportional to 

the covariance of the regression coefficients, and  (M5) the determinant of (X'X)-1. [25] 

 Residual analysis was also considered in this comparison to assess the assumptions of 

normality, independence and constant variance. This is carried out mostly through hypothesis 

testing.  The residual is computed for the ith data point in n data points as ei=Yi-Ỹi; i= [1, 2.....n], 

where Yi is an actual observation and Ỹi is the corresponding fitted value from the regression 

model [24-25]. 

 A design with the lowest possible number of runs, the lowest MSE, capable to estimate all 

regression coefficients, with the lowest value of the trace and determinant of (X'X)-1, and which 

complies with the residuals assumptions, would clearly dominate any other option. 

 Furthermore, it was important to assess how easy was to generate a design under each strategy. This last was 

done qualitatively by necessity. Finally, it was decided to tabulate the frequency of the coefficients by their percentual 

deviation from the target value. The results of the comparison are shown next for 10, 20, and 50 variables.   

 

5.1.1 Experimental Designs for 10 Variables: Statistical Comparison Results  
 

In this section, only the initial version of the cluster design was included. Table 1 summarizes the 

comparative results for M1-M5 and Table 2 shows the distribution of the percentage deviation 

from the intended regression coefficient value. The D-Optimal design seems to be an overall robust 

and sensitive alternative according to these results, with a minimum number of runs, the second 

lowest MSE, the capability to estimate all coefficients, and performing well in goodness-of-fit. 
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The full factorial and the central composite designs, even at 10 variables, start to seem impractical 

in terms of number of runs. This behavior was expected to be more drastic with larger numbers of 

variables. Looking at Table 2, it is evident that at this number of variables, the central composite 

design and the D-optimal design are the most competitive options. 

 

Table 1.Comparative results for different experimental design for 10 variables 

 

 

Table 2.Comparative results for the coefficients estimation by the different experimental 

design for 10 variables 

 Full  

Factorial 

Central 

Composite 

D-Optimal 

Design 

Random 

Design 

Clustering 

Design 

Mersenne 

Twister 

Design 

LCG 

Design 

±5% 66 52 42 9 22 10  12  

(5%-10%] 0 6 8 13 18 17  14  

(10%-15%] 0 2 5 11 5 15  10  

(15%-20%] 0 1 3 8 2 10  6  

>20% 0 5 8 25 19 14  24  

 

 Qualitatively speaking, the easiest options to generate (Random design, Mersenne Twister 

design, and LCG design) show low values of MSE; although, the cost seems to come in terms of 

coefficient variance. At a competitive number of runs and an adequate performance in coefficient 

variance, the proposed clustering design at this point seemed like it could be improved to become 

 Full  

Factorial 

Central 

Composite 

D-Optimal 

Design 

Random 

Design 

Clustering 

Design 

Mersenne 

Twister 

Design 

LCG 

Design 

Experimental 

runs 

59,049 158 71 71 71 71 71 

MSE 2.2558 1.2351 0.0774 0.0902 0.0944 0.0697 0.0968 

 

Estimated 

coefficients  

66/66 66/66 66/66 66/66 66/66 66/66 66/66 

Trace of  (X'X)-1 0.065 86.24 140.56 2854.7 670.1 1462.54 3366.64 

Determinant of 

(X'X)-1 

0.00 6.33E-124 1.495E-96 3.65E-89 5.39E-66 3.59E-68 

 

5.84E-63 
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a competitive option for larger numbers of variables. From running this comparison, it was 

experienced that both solving for the D-optimal design as well as carrying out the clustering 

procedure can be consuming in terms of computing resources. Devising a way to use a more 

efficient clustering procedure as well as to reduce the dependency on a complete enumeration as a 

starting point would help to importantly improve the proposed strategy.  

 Table 3 shows the results of the residual analysis and Figure 3 show residual plots for all 

designs under comparison. Normality was assessed with the Kolmogorov-Smirnov test, and 

independence with the Signs test. Variance homogeneity was assessed graphically and by 

measuring the percentage of residuals falling within a distance of two standard deviations of the 

estimated mean. Regarding the residuals’ normality test, the Random design, the Mersenne Twister 

design, and the LCG design showed varying degrees of deviation from normality, while 

independence did not seem a concern for any design.           

 

Table 3.Comparative results of the residual analysis for different experimental design for 

10 variables. 

 Central 

Composite 

D-Optimal 

Design 

Random 

Design 

Clustering 

Design 

Mersenne 

Twister 

Design 

LCG 

Design 

P-value of Kolmogorov 

Smirnov 

> 0.15 > 0.15 0.046 0.138 <0.010  <0.010  

P-value of Signs  0.3010 0.4764 0.6350 0.8124 0.780  0.183  

Standard deviation   1.1149 0.2802 0.3024 0.3094 0.2659  0.3133  

μ - 2σ < ε < μ + 2σ 149/158; 94% 69/71; 97% 66/71, 93% 67/71; 94% 69/71; 97%  67/71; 94%  
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Figure 3. Plot of residuals in time sequence for 10 variables. 

 

 

5.1.2 Experimental Designs for 20 Variables: Statistical Comparison Results  
 

In this second set of results, the treatment of 20 variables was attempted. The modified version of 

the cluster design was included in this experiment. Also, the D-optimal design was generated in 

two ways: one with R-Project and an initial enumeration as in the modified clustering design, and 

the other with the commercially available statistical software JMP.  
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 Table 4 summarizes the comparative results for M1–M5 and Table 5 shows the 

distribution of the percentual deviation from the intended regression coefficients' values. In this 

case, the random design presented the lowest MSE and has the capability to estimate all 

coefficients, but the precision for the estimates of the coefficient is lower than the D-optimal design 

using R-Project and the commercial software JMP (Table 4). The clustering design has a 

competitive value of MSE, and has the capability to estimate all coefficients, but the precision for 

the estimates of the coefficient is less than the one obtained by the random design and the D-

optimal design. The LCG design and the Mersenne Twister design have a competitive performance 

in terms of MSE; they are capable to estimate all regression coefficients but precision is still a 

challenge.  

 The full factorial and the central composite designs were not used in this comparison since 

at 20 variables, they are not practical. The Full Factorial Design, for 20 variables at three levels 

each, requires 320 = 3,486,784,401 runs. The Central Composite design requires 1,048,617 

experimental runs in its worst case. An important result is that of the D-Optimal paired with the 

shortened initial enumeration as proposed in this work it becomes feasible and is a competitive 

alternative for larger number of variables. 

 As in the previous case, a residual analysis was carried out. Table 6 shows the results of 

the hypothesis tests and the assessment of the variance and Figure 4 presents selected residual 

plots. The D-Optimal design (JMP) and the Mersenne Twister design showed some deviation in 

terms of normality. The D-Optimal design (R-Project) and the LCG Design showed problems with 

independence. 
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Table 4. Comparative results for different experimental design of 20 variables. 
 

 D-Optimal 

(R-Project) 

D-Optimal 

(JMP) 

Random 

Design 

Clustering 

Design 

Mersenne 

Twister 

Design 

LCG 

Design 

Experimental runs 232 232  232 232 232  232  

MSE 0.0453 0.0108 0.0036 0.0142 0.0924 0.0383 

Estimates coefficients  231/231 231/231  231/231 231/231 231/231  231/231  

Trace of (X'X)-1 5100.65 251.1  15867.87 50480.98 153902.2  13148.6  

 

 

Table 5.Comparative results for the coefficients estimation by the different experimental 

design for 20 variables. 

 D-Optimal 

(R-Project) 

D-Optimal 

(JMP) 

Random 

Design 

Clustering 

Design 

Mersenne 

Twister 

Design 

LCG 

Design 

±5% 145  194  81  32  4  17  

(5%-10%] 37  9  65  26  3  19  

(10%-15%] 12  8  38  32  5  10  

(15%-20%] 6  4  23  25  5  14  

>20% 31  16  24  116  214  171  

 
 

Table 6.Comparative results of the residual analysis for different experimental design for20 

variables. 

 

 D-Optimal 

(R-Project) 

D-Optimal 

(JMP) 

Random 

Design 

Clustering 

Design 

Mersenne 

Twister 

Design 

LCG 

Design 

P-value of Kolmogorov 

Smirnov 

0.133  0.027  > 0.15  > 0.15  <0.010  > 0.15  

P-value of Signs  0.000  0.795  0.895  0.595  0.480  0.026  

Standard deviation   0.2130  0.09910  0.0591  0.1195  62.81  0.1961  

μ - 2σ < ε < μ + 2σ 221/232;  

95%  

221/232; 

95%  

202/232; 

87%  

220/232; 

95%  

221/232; 

95%  

222/232; 

96%  
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Figure 4. Plot of residuals in time sequence for 20 variables 

 
 

5.1.3 Experimental Designs for 50 Variables: Statistical Comparison Results  

In this third set of results, the treatment of 50 variables was attempted. Table 7 summarizes the 

comparative results for M1–M5, and Table 8 shows the distribution of the percentual deviation 

from the intended regression coefficients’ values for experimental designs. For the development 

of experimental design for 50 variables, the modified version of the clustering method was used 
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in combination with the D-optimal design; however, it was not possible to complete the design 

due to lack of independence in the resulting enumeration, as detected by the software.  

 In this case, the random design presented the lowest MSE and had the capability to estimate 

all coefficients, but the precision for the estimates of the coefficient is lower than the D-optimal 

design using (JMP), MT, and the LCG Design (Table 7). The D-Optimal design (JMP) has an 

intermediate value of MSE, it has the capability to estimate all coefficients, and has the lowest 

value of the trace of (XX)−1. It also has the best precision for the estimates of the coefficient. 

Table 7. Comparative results for different experimental design of 50 variables. 

 D-Optimal 

(JMP) 

Random 

Design 

Clustering 

Design 

Mersenne 

Twister 

Design 

LCG 

Design 

Experimental runs 1327  1327  1327  1327  1327  

MSE 0.002  0.0002  8522329.079  0.006  0.001  

Estimates coefficients  1326/1326  1326/1326  1273/1326  1326/1326  1326/1326  

Trace of (X'X)-1 382.55  104,474.89  0  121,595.42  36,945.58  

 

Table 8.Comparative results for the coefficients estimation by the different experimental 

design for 50 variables. 

 D-Optimal 

(JMP) 

Random 

Design 

Clustering 

Design 

Mersenne 

Twister Design 

LCG 

Design 

±5% 1255  211  352  389  338  

(5%-10%] 26  206  98  311  285  

(10%-15%] 14  206  17  228  213  

(15%-20%] 3  172  4  151  187  

>20% 28  531  802  247  303  

 

 As in the previous case, a residual analysis was carried out. Table 9 shows the results of 

the hypothesis tests and the assessment of the variance and Figure 5 show residual plots for all 

designs under comparison. The clustering design is the only that showed some deviation in terms 

of normality, while independence did not seem a concern for any design. 
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Table 9. Comparative results of the residual analysis for different experimental design for 

50 variables. 
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Figure 5. Plot of residuals in time sequence for 50 variables 

 

 

 

 

 

  D-Optimal 

(JMP) 

Random 

Design 

Clustering 

Design 

Mersenne 

Twister 

Design 

LCG 

Design 

P-value of Kolmogorov Smirnov > 0.15  > 0.15  <0.010  > 0.15  >0.15  

P-value of Signs  0.764  0.672  0.745  0.391  0.799  

Standard deviation   0.0337  0.013  1392.76  0.078  0.032  

μ - 2σ < ε < μ + 2σ 1276/1327; 

96%  

1269/1327; 

96%  

1285/1327; 

97%  

1271/1327; 

96%  

1257/1327; 

95%  

Mersenne Twister Design             LCG Design 

Central Composite Design 
Random Design D-Optimal Design (JMP) 
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5.2 Cost Approach   

 

In this section a costing approach is proposed to compare the different strategies previously 

described in section 3 and 4 of this thesis. The identified strategies to generate experimental 

designs capable to analyze tens of variables at a time using a full quadratic regression model with 

the minimum number of necessary runs are shown in Figure 6, for 10, 20, and 50 variables. As 

the number of variables increases, many of these strategies become unfeasible. The designs for 50 

variables are the focus of analysis here due to the potential they offer for system characterization, 

modeling, and optimization. 

 
Figure 6. Resulting experimental designs for 10, 20 and 50 variables. 

 

 The costing approach was developed based on computing time and the cost associated to 

the purchase of necessary software to generate the design. The discussion at this point is limited 

to software available to the authors at the time of performing the comparison. The idea is to use 
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the cost model to evaluate other alternative combinations as they become available. Furthermore, 

the cost model includes computational time for accounting precision purposes. The resulting 

designs were classified in two categories: (1) those based in an initial enumeration and (2) those 

based on random processes. Table 10 shows the estimated associated costs. It is important to note 

that, in the second category, it is possible to reduce the software cost to zero with the use of freely-

distributed electronic spreadsheets, such as those included in LibreOffice and OpenOffice. For this 

analysis it was assumed that the necessary equipment (i.e. computer) to generate the designs is 

available, as well the necessary knowledge and the experience in the use of different statistical 

software and diverse methodologies for generating designs. Therefore the cost related to the 

acquisition of equipment and personnel training were not considered.   

 

Table 10. Cost estimates for the generation of experimental design for 50 variables. 

 D-Optimal Design Random Design LCG Design MT Design 

Software $1,470 $1,495 $139.99 $139.99 

Computational Time 10-15 minutes 0 0 20-25minutes 

Computational Cost 

(1$/minute) 

$15 0 0 $25 

Total Cost $1,485 $1,495 $139.99 $164.99 

 

 

5.2.1 Initial Based Enumeration 
 

In this category, at the 50 variables mark, the D-optimal design using JMP software is the only 

feasible alternative out of the strategies included in this study. To generate a design with this 

strategy, it is necessary to have specialized professional software, such as JMP in this case. The 

cost of the license of this software is $1,470 annually. The professional license has a cost of 

$14,900 annually [35].  
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 In terms of computing time, these designs are coded in the software, requiring that the user 

selects the number of variables and the levels for each of them, as well as the desired number of 

runs. The software internally runs the algorithm and presents the designs in a short-period of time. 

For 50 variables, the software generated the design in approximately 10-15 minutes.  

 For all designs it is assumed an arbitrary cost for the computational time of $1 per minute. 

Computational cost could be approached in the future through a parametrical study or based on 

models already found in the literature [8, 30, 42].   

 Based on this assumption, the total cost associated to the generation of D-optimal design 

for 50 variables is $1,485 (Table 10). The designs were generated using a trial version of the 

software, and a computer with Intel CORE i5 processor, 64 bits. All designs were generated using 

the same computer. 

 

5.2.2 Random Based Designs 

 

This category contains the experimental designs based on random methods. These designs are 

discussed below. 

Random Design 

The generation of this design is, as its name indicates, completely random. It is not possible to 

control the design’s statistical properties. In this method it is necessary to create a matrix with the 

levels of the variables to be investigated on the design and the probability for each level. The 

number of experimental runs is established by the user. This design was generated in this work 

using Minitab following a uniform discrete distribution. The perpetual license of this software has 

a cost of $1,495 without upgrades versions [23].   
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 The computing time for the generation of this design, in 50 variables, can be considered 

negligible because it only takes a few seconds. Therefore, the total cost associated to the generation 

of the random design is $1,495 (Table 10). 

Random Walks Methods 

Two methods were tried in this strategy. The first one generated the MT Design using R and MS 

Excel. R is an open access software, so it does not have a cost [32]. This is a well-known statistical 

software characterized by its computational capacity. The Microsoft Office suite that includes 

Excel, in its version "Office home and student 2013" has a cost of $139.99, while the "Office 

Home and Business 2013" has a cost of $219.99 [22]. Freely-distributed electronic spreadsheets, 

such as those included in LibreOffice and OpenOffice, could feasibly be used instead of further 

applications.  

 For this design the MT algorithm was coded in R [31]. The initial step is setting the seed 

to then generate vectors of magnitude v, where v represents the number of necessary regression 

coefficients to fit a full quadratic model plus one. These vectors were copied into Excel to be 

translated into practical levels. For this design k vectors were generated, where k represents the 

number of variables to be investigated. For each vector, it is necessary to establish a new seed. The 

computer time to generate each vector is negligible since it takes only a few seconds. The process 

of copying and adjusting each vector in Excel, with the translation to the selected levels, takes 

approximately 0.5 minutes. The expression of the total generation time is 0.5n. For 50 variables 

for example, the design generation time was calculated as 0.5(50) = 25 minutes approximately. 

Using this approximation, the total cost associated to the generation of this design is $164.99 

(Table 10).  
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 The second method was the LCG. To develop this design, it was necessary to use an 

electronic spreadsheet only. The associated cost for Excel was shown previously. For this design 

it is necessary to set the associated parameters in (4). The computer time is not significant for our 

analysis. The total cost associated to this design is $139.99 (Table 10). 
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6 Simulation Optimization Method 
 

 

 

The capability of dealing with tens of variables simultaneously opens important analysis 

possibilities ranging from statistical characterization to optimization. To show this capability an 

illustrative example is presented in this section, where a simulation-optimization algorithm 

developed in our research group [45] was used.  

 This algorithm results in high quality solutions that can be achieved efficiently with a 

modest number of simulation runs. The algorithm starts with an initial design of experiments (DOE) 

from which an incumbent solution is obtained. In each iteration, a metamodel is obtained using 

the available set of points and is used to generate a new attractive point where a simulation is 

performed.  

 The simulated value of the new point is compared against the incumbent for updating 

purposes. A series of stopping criteria are evaluated and, if none is met, the new point is added to 

the existing set of points and a new iteration begins. Otherwise, the iteration stops. This algorithm 

is depicted in Figure 7, and a more detailed description is presented next. 

Initialization: 

1. Initial DOE: The initial DOE consists of n runs containing combinations of the v 

controllable variables of interest, xi = (x1, x2 ,x3, …, xv)
i, as well as their evaluations f(xi), 

where i=1,2,…,n. If a replicated DOE is used, the value of f(xi) will be the average across 

the replicates.  
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2. Select incumbent: Considering a minimization instance, the DOE run with the minimum 

objective value is selected as the current best (incumbent) solution [xk-best, f(xk-best)]. An 

iteration counter is initialized here at k = 0. 

 

 
Figure 7.Simulation-based optimization algorithm. 
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Main Iteration: 

3. Update counter: k = k+1 

4. Obtain metamodel: Using the available points, build the k-th metamodel, f(.)k. In case of 

having only few variables, a saturated metamodel is preferred i.e. one that uses all available 

degrees of freedom, in this case a regression model with (n+k-1) coefficients. 

5. Optimize metamodel: Using the metamodel as objective function in the optimization 

problem under analysis, a multiple-starting-points heuristic is used along with a local 

optimizer to obtain an attractive solution, xk. 

6. Simulate the new point: Estimate, via simulation, the value of f(xk) considering that if a 

replicated DOE was used, the same number of replicates is used for the new point and the 

mean value across them is reported. 

7. Evaluate if the new point is better than the incumbent: In this case, evaluate if xk has an 

objective value strictly lower than x(k-1)-best i.e. if f (xk) < f (x(k-1)-best ). 

8. Update the incumbent: Update the incumbent according to the evaluation in the previous 

step. If f (xk) < f (x(k-1)-best), then the following is set [xk-best,  f (xk-best ) ] : = [xk, f (xk)], 

otherwise, the incumbent remains the same. 

9. Evaluate the stopping criteria: Stop the algorithm if (1) xk belongs to the initial DOE or is 

similar to any of the points generated on previous iterations; (2) if the coefficient of 

determination, R2 ≥ ε (where ε is defined by the user); or (3) the maximum number of 

iterations has been reached. Both the ε and the maximum number of iterations are defined 

by the user.  
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 If any of the stopping criteria is met, the method stops and the incumbent is reported as the 

final output. Otherwise, xk and its simulated objective function value are added to the set of points 

available to build a new metamodel, and the main iteration is repeated. This algorithm has been 

empirically shown to converge in a moderate number of iterations even in the presence of several 

variables using global optimization test functions [45]. 

 

6.1 Illustrative Example: Production Line with 50 Workstations 

 

This example illustrates how a 50-variable simulation-optimization problem can be addressed 

aided by an experimental design with such capability. The strategies identified to generate 

experimental designs capable to analyze tens of variables at a time using a full quadratic regression 

model with the minimum number of necessary runs are shown in Figure 6 for 10, 20, and 50 

variables.  

 Consider a production line with 50 workstations simulated with the software package 

SIMIO. The simulation is run for 8 hours per day with 10 replicates. The simulation parameters of 

interest were the mean process time on each of the workstations (WSi). The process time in each 

workstation was assumed to follow a normal distribution with a mean that varied in three levels 

and a constant standard deviation of 0.25 minutes. It is further assumed that a particular user can 

choose the nominal process time. The response of interest was the system time defined as the 

period of time elapsed since a raw part to be processed enters the system until it exits as a finished 

product. 

 A simulation optimization method based on design of experiments and metamodeling 

techniques was used [45]. The method starts with an initial experimental design, which for 50 
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variables has 1327 experimental runs. Figure 8 shows the ranges of values to be explored with the 

objective to minimize the system time per unit. 

 
Figure 8. Range of values for the workstations’ mean process time in simulation model. 

 

 The minimum value for the average cycle time in the experimental design was identified 

and selected as the first best solution (first incumbent solution) (I-1). I-1corresponded to a value 

of 312.09 minutes for the D-optimal design (JMP), 317.16 minutes for the LCG Design, 317.16 

minutes for the Random design, and 316.82 minutes for the Mersenne Twister design (Table 11). 

With the initial experimental design, a full quadratic regression metamodel was built and used as 

the objective function to be minimized to obtain a predicted competitive solution. A generalized 

reduced gradient optimization procedure along with a multi-start strategy was used for this 

purpose.  

 Using the process times prescribed for each workstation by the first predicted competitive 

solution, a simulation was performed and the simulated values were compared with the incumbent 

solution (I-1) for updating purposes. Each iteration of the algorithm follows a similar structure 

until either a solution that has already been visited is predicted, or a user-defined maximum number 

of iterations are met. For this example, a maximum of 40 iterations was used. The algorithm was 
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stopped once it maxed out the allowed number of iterations. The best solution corresponded to a 

system time of 278.80 minutes for the D-optimal design (JMP), 304.72 minutes for the LCG 

design, 295.61 minutes for the Random design, and 303.5 minutes for the Mersenne Twister design 

(Table 11). 

 

Table 11.System Time for the incumbent solution for the production line with 50 

workstations. 

 

 When a comparison between the initial incumbent solution (I-1) with the final one (I-4) 

was performed, the result was that the system time decreased in 33.09 minutes for the D-optimal 

design (JMP), 12 minutes using the LCG design, 21.5 minutes for the random design, and in 13.33 

minutes for the Mersenne Twister design (Figure 9). This represents a reduction of 10.67%, 3.9%, 

6.8%, and 4.21%, respectively, in the system time per unit in the simulated production system.  

 Although many aspects are interesting in this example, it is important to emphasize that it 

was possible to run this simulation-optimization procedure because there existed an experimental 

design capable to build a full quadratic regression model for 50 variables with a low number of 

runs. Appendix A and B contain the analyses for 10 and 20 variables.  

D-Optimal (JMP) Random Design Mersenne Twister  

Design 

LCG Design 

Run I-j System 

Time 

(minutes) 

Run I-j System 

Time 

(minutes) 

Run I-j System 

Time 

(minutes) 

Run I-j System 

Time 

(minutes) 

166 I-1 312.09 1168 I-1 317.16 

 
551 I-1 316.82 863 I-1 317.16 

1328

8 

I-2 291.10 1329 I-2 305.51 1332 I-2 312.32 1341 I-2 312.91 

1329 I-3 284.27 1334 I-3 298.73 1334 

 

I-3 311.94 1346 I-3 307.43 

1331 I-4 281.72 1356 I-4   295.61 

 
1336 I-4 307.47 1355 I-4 307.37 

1335 I-5 281.24 - - - 1348 I-5 304.74 1361 I-5 305.55 

1338 I-6 280.11 - - - 1354 I-6 304.74 1364 I-6 304.72 

1341 I-7 279.55 - - - 1356 I-7 303.50 

 
- - - 

1364 I-8 278.80 

 
- - - - - - - - - 
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Figure 9.System time for the incumbent solutions of the simulation-optimization method. 
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7 Conclusion and Future Work 
 

In this thesis the performance of different strategies to generate experimental designs is contrasted 

aiming to devise feasible options to explore tens of variables simultaneously in the future. An 

emphasis was made in using only a personal computer for the generation of the design. It was 

learned that a more efficient initial enumeration would improve the generation of the D-optimal 

design. It was also learned that the clustering design might be improved in terms of coefficient 

variance for it to be a competitor to the D-optimal design. Furthermore, at least the designs 

included in this preliminary comparison could be kept as benchmarks for future developments.  

 It was found that with 10 variables, the traditional design of experiment techniques such as 

the full factorial design and the central composite designs are the most competitive options. These 

designs, however, are already difficult to generate at 20 variables. Here is where computer 

generated designs such as the D-optimal design become competitive. At 50 variables, designs that 

require a large and well-crafted initial enumeration such as the D-optimal and the proposed 

clustering design become difficult to approach with a personal computer, although their generation 

is still possible and competitive. It is remarkable, however, that designs simple to generate such as 

the random design and the random walk- like methods become convenient options at such number 

of variables due to their overall feasibility. Further research on how to control the resulting designs 

from the latter seems promising in its own right.  

 An illustrative example with simulation optimization was used to show how important 

analysis are possible to do when having an experimental design that can be used to obtain a full 

quadratic model with the least possible number of experimental runs for tens of variables. This 
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encourages further research into the matter. In addition, it is envisioned that the designs resulting 

from this work be tested in real systems in the future. 

 Finally, the different experimental designs for 10, 20 and 50 variables and their assessment 

are made readily available online to those users interested in simulation-optimization based on 

experimental design. In this web page the designs, their statistical properties, the associated cost 

analysis, and the simulation-optimization example can be found. The website URL is: 

http://yaileenmendez.wix.com/experimentaldesignlv  

 Future work includes exploring cases with larger number of variables as well as improving 

the statistical properties of the random based designs to be inexpensive competitors to the D-

Optimal Design. Furthermore, explore the possibility to address this design-generation process as 

a multiple criteria optimization problem, where a multicriteria evaluation of the designs previously 

generated will be developed.  

 A sequential experimentation generation via simulation-optimization currently is explored 

in our research group based on the proposed alternatives of experimental design identified in this 

work for 50 variables. The aim is to evaluate the possibility to converge to a best solution in an 

optimization problem with less number of experimental runs.   
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Appendix A 
 

 

Illustrative Example: Production Line with 10 Workstations 

 
This section deals with the treatment of 10 variables, the initial case of study in this thesis. Consider 

a production line with 10 workstations simulated with the software package SIMIO where the 

simulation model is illustrated in Figure A.1. The simulation is run for 8 hours per day with 10 

replicates. The parameters were the mean process time on each of the workstations (WSi), which 

assumed to follow a normal distribution with a mean that varied in three levels (Figure A.2) and 

a constant standard deviation of 0.25 minutes.  

 
Figure A.1. Simulation model for a production line with 10 workstations. 

 

 

 For this example, the simulation optimization method described in [45] is used along with 

our original experimental design for 10 variables (Figure 6). The method starts with an initial 

experimental design, which for 10 variables has 71 experimental runs. The maximum number of 

iterations of the algorithm was 40 if the other stopping criteria were not met before [45]. 
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Figure A.2. Range of values for the workstations’ mean process time in simulation model 

with 10 variables. 
 

 The minimum value for the average cycle time selected as the first best solution (first 

incumbent solution) (I-1), is identified from the initial experimental design and corresponded to a 

value of 176.36 minutes for the Random design, 173.02 minutes for the Mersenne Twister Design, 

172.06 minutes for the Clustering Design, 170.59 minutes for the LCG Design, and 170.06 minutes 

for the D-Optimal (Table A.1). With the initial experimental design, a full quadratic regression 

metamodel was built and used as the objective function to be minimized to obtain a predicted 

competitive solution.  

 The algorithm followed the same structure as described in Section 6 of this thesis. In this 

example, the best solution when the algorithm stopped corresponded to a system time of 167.39  

minutes for the Random Design, 165.41 minutes for the Mersenne Twister Design, 166.36 minutes 
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for the Clustering Design, 165.17 minutes for the LCG Design, and 167.02 minutes for the D-

Optimal (Table A.1). 

 When a comparison between the initial incumbent solution (I-1) with the final one (I-9) 

was performed, the result was that the system time decreased in 8.97  minutes for the Random 

Design, 7.61 minutes for the Mersenne Twister Design, 5.70 minutes for the Clustering Design, 

5.42 minutes for the LCG Design, and 3.04 minutes for the D-Optimal (Figure A.3). This 

represents a reduction of 5.1, 4.4, 3.3, 3.2, 1.8%, respectively, in the system time per unit in the 

simulated production system. 

 
Figure A.3. System time for the incumbent solutions of the simulation-optimization method 

for 10 variables. 
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Table A.1. System Time for the incumbent solution for the production line with 10 

workstations. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

D-Optimal  

Design  

Clustering  

Design (Initial 

Version) 

Random  

Design 

Run I-J System 

Time 

(minutes) 

Run I-J System 

Time 

(minutes) 

Run I-j System 

Time 

(minutes) 

55 I-1 170.06 13 I-1 172.06 49 I-1 176.36 
72 I-2 169.02 72 I-2 166.36 72 I-2 174.50 
80 I-3 167.29 - - - 74 I-3 174.24 

86 I-4 167.02 - - - 77 I-3 174.04 

- - - - - - 86 I-4 172.58 

- - - - - - 88 I-5 167.39 
  

Mersenne Twister (MT) 

Design 

LCG  

Design 

Run I-J System  

Time 

(minutes) 

Run I-j System 

Time 

(minutes) 

66 I-1 173.02   7 I-1 170.59 
83 I-2 172.87 87 I-2 166.08 
84 I-3 171.87 95 I-3 165.50 

85 I-4 169.28 102 I-4 165.40 

87 I-5 165.41 103 I-5 165.17 
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Appendix B 
 

 

Illustrative Example: Production Line with 20 Workstations 

 
The simulation optimization example with 20 variables is presented here. A production line with 

20 workstations is considered where the simulation model is illustrated in Figure B.1. The 

simulation is run for 8 h per day with 10 replicates, and the parameters were the mean process time 

on each of the workstations (WSi), which assumed to follow a normal distribution with a mean that 

varied in three levels (Figure B.2) and a constant standard deviation of 0.25 minutes.  

 
Figure B.1. Simulation model for a production line with 20 workstations. 

  

 

 For this example, the simulation optimization method described in [45] is used along with 

our own experimental design for 20 variables (Figure 6). The method starts with an initial 

experimental design for 20 variables with 232 experimental runs. 
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Figure B.2. Range of values for the workstations’ mean process time in simulation model 

with 20 variables. 
 

 The minimum value for the average cycle time selected as the first best solution (first 

incumbent solution) (I-1), is identified from the initial experimental design and corresponded to a 

value of 197.7 minutes for the LCG Design, 194.5 minutes for the Mersenne Twister Design, 197.2 

minutes for the D-Optimal Design (R-Project), 195.2 minutes for the Random Design, 197.2 

minutes for the Clustering Design using the modified version, and 199.5 for the D-optimal design 

(JMP) (Table B.1). With the initial experimental design, a full quadratic regression metamodel 

was built, and used as the objective function to be minimized to obtain a predicted competitive 

solution.  

 The algorithm followed the same structure as described in Section 6 of this thesis. In this 

example, the best solution when the algorithm stopped corresponded to a system time of 175.4 

minutes for the LCG Design, 181.7 minutes for the Mersenne Twister Design, 157.5 minutes for 
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the D-Optimal Design (R-Project), 153.5 minutes for the Random Design, 158.2 minutes for the 

Clustering Design using the modified version, and 162.1 for the D-optimal design (JMP) (Table 

B.1). 

Table B.1. System Time for the incumbent solution for the production line with 20 

workstations. 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

  

 When a comparison between the initial incumbent solution (I-1) with the final one (I-9) 

was performed, the result was that the system time decreased in 22.3 minutes for the LCG Design, 

12.8 minutes for the Mersenne Twister Design, 39.7 minutes for the D-Optimal Design (R-Project), 

D-Optimal  

Design (JMP) 

Clustering  

Design (Modified 

Version) 

Random  

Design 

Run I-J System 

Time 

(minutes) 

Run I-J System 

Time 

(minutes) 

Run I-j System 

Time 

(minutes) 

58 I-1 199.5 184 I-1 197.2 11

8 

I-1 195.2 
233 I-2 176.6 235 I-2 174.1 24

2 

I-2 188.3 
251 I-3 166.6 236 I-3 167.7 24

6 

I-3 174.1 

252 I-4 166.0 237 I-4 160.0 25

8 

I-4 168.8 

253 I-5 163.7 263 I-5 158.2 25

9 

I-5 167.7 

255 I-6 162.1 - - - 26

1 

I-6 162.3 

- - - - - - 26

2 

I-7 157.2 

- - - - - - 27

0 

I-8 154.9 

- - - - - - 27

1 

I-9 153.5 
   

D-Optimal  

Design (R-Project) 

Mersenne Twister 

Design 

LCG  

Design 

Run I-J System  

Time  

(minutes) 

Run I-J System  

Time 

(minutes) 

Run I-j System 

Time 

(minutes) 

184 I-1 197.2 12

8 

I-1 194.5 108 I-1 197.7 
233 I-2 188.2 24

0 

I-2 188.1 234 I-2 195.8 
235 I-3 169.9 24

8 

I-3 185.3 243 I-3 194.4 

237 I-4 164.4 25

3 

I-4 182.4 254 I-4 193.8 

241 I-5 161.4 26

2 

I-5 182.1 259 I-5 184.7 

245 I-6 157.5 27

2 

I-6 181.7 266 I-6 180.10 

- - - - - - 269 I-7 180.09 

- - - - - - 270 I-8 176.7 

- - - - - - 272 I-9 175.4 
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41.7 minutes for the Random Design, 39 minutes for the Clustering Design using the modified 

version, and 37.4 for the D-optimal design (JMP) (Figure B.3). This represents a reduction of 11.3, 

6.6, 20.1, 21.4, 19.8 and 18.7%, respectively, in the system time per unit in the simulated 

production system. 

 

 

Figure B.3. System time for the incumbent solutions of the simulation-optimization method 

for 20 variables. 
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