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ABSTRACT
This work deals with the development of a Java-based environment for the treatment ofremote sensing imaging information on a 
yber-infrastru
ture. Espe
ial attention is given tothe development of a 
omputational signal algebra framework for the modeling and simula-tion of digital image interferometry pro
essing appli
ations.Correlated digital interferometry (CDI) for imaging radars deals with the use of signal
orrelation te
hniques to pro
ess the phase information of digital image representations ofmi
rowave imaging signals.A huge produ
tivity advantage would be possible if appli
ations written in s
riptinglanguages, su
h as MATLAB R©, 
ould be 
ompiled into highly optimized ma
hine 
ode(i.e. C, Java). It implies a library prepro
essing phase to extensively analyze and optimize
olle
tions of libraries that de�ne an extendend language.
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RESUMEN
Este trabajo se 
entra en el desarrollo de un ambiente basado en Java para el tratamientode imágenes adquiridas por la té
ni
a de per
ep
ión remota sobre una 
iber-infraestru
tura.Se ha dado espe
ial aten
ion al desarrollo de un mar
o 
omputa
ional de álgebra de señalespara el modelamiento y simula
ión de apli
a
iones de pro
esamiento de interferometría enimágenes digitales.La interferometría digital 
orrela
ionada (CDI por sus siglas en inglés), tiene que ver 
onel uso de té
ni
as de 
orrela
ión de señales para pro
esar la informa
ión de la fase de lasrepresenta
iones de imágenes digitales de señales de mi
roondas.Una alta ventaja en produ
tividad es posible si apli
a
iones es
ritas en lenguajes "s
ript",tales 
omo MATLAB R©, pueden ser 
ompilados dentro de 
ódigo máquina altamente opti-mizado (
omo por ejemplo C y Java). Esto impli
a una fase de prepro
esamiento de libreríaspara analizar extensivamente y optimizar 
ole

iones de librerías que han sido de�nidas enun lenguaje.
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Chapter 1
INTRODUCTION
The a
tivity of monitoring the environment have in
reased for the last 40 years sin
e the Na-tional O
eani
 and Atmospheri
 Administration (NOAA) laun
hed the world's �rst weathersatellite [1℄, the National Aeronauti
s and Spa
e Administration (NASA) started their TIROSprogram (Television Infrared Observation Satellite), to determine if satellites 
ould be usefulin the study of the Earth [2℄. Another agen
ies like the Department of Natural Resour
es(DNR), and the Environmental Prote
tion Agen
y (EPA) also are 
ontributing to the devel-opment of programs to monitor many aspe
ts of the environment like atmosphere, o
eans,land and organisms life, using di�erent kind of sensors to a
quire raw data in forms of time-series and digital images.This work fo
used on web-based information pro
essing pertaining to water-related e
o-logi
al appli
ations, or hydro-e
ologi
al appli
ations. Hydrologi
al monitoring is very usefulto determining the water balan
e of a region, predi
ting �ood, landslide and drought risk,designing bridges, predi
ting erosion or sedimentation, and establishing environmental pol-i
y guidelines [3℄. Data a
quired from monitoring exhibit to both spatial and temporaldimensions sin
e most of the variables measured (topography, soils, vegetal 
overs, et
) are1



distributed spatially and these variables present time varian
e and evolution that need to betra
ked [4℄.Resear
h of the environment and the Earth involves several interdis
iplinary �elds, inorder to establish the states of the o
ean, atmosphere or 
limate: Meteorology, whi
h de-s
ribes, explains, and predi
ts the weather based on the intera
tion of prin
ipally the o
eanand atmosphere. Climatology, whi
h des
ribes and explains the 
limate in terms of the in-tera
tion of the spheres of the Earth. Atmospheri
 
hemistry, whi
h des
ribes, explains andpredi
t the 
hemi
al 
omposition of the atmosphere in prin
ipally terms of the intera
tionsof the o
ean, atmosphere, biosphere and human in�uen
e. Hydrology, whi
h 
onsiders the�ow of water through the Earth, from the transition of water in the form of pre
ipitation inthe atmosphere, to rivers, and groundwater in aquifers. [3℄Data used for monitoring analysis 
omes from two main sour
es: In-situ sensors andremote sensors. In-situ sensors measure a physi
al property within the area immediatelysorrounding the sensor, while remote sensors measure physi
al properties at some distan
efrom the sensor [5℄. The quantity of data depends on the sampling frequen
y establishedin time and spa
e. In-situ sensors usually 
olle
ts data through time. This pro
ess is wellknown as a time-series. A large amount of data a
quired with remote sensors is generallyrepresented as digital images, whi
h 
an be treated with digital image pro
essing te
hniques.Time-series analysis has two obje
tives, identify the nature of the phenomenon and fore
ast-ing (predi
t future values) [6℄. Imaging remote sensing has the potential to observe areasrather than merely points, and is possible to quantify pre
ipitation, rainfall, and soil mois-ture [4℄.Large sets of data are available in databases from many agen
ies and resear
h groups that2



work with imaging appli
ations. Those databases 
an be found in web sites, whi
h allowusers make queries to retrieve that data. Geographi
al Information Systems (GIS) have veryuseful tools to display data in di�erent layers that help users to attain better visualization,storage, and pro
essing.Web-based appli
ations are those that work in a web server and 
an be a

essed througha web browser over a network environment. These web-based appli
ations te
hnologies areenhan
ing the manner in whi
h information is shared among signal pro
essing nodes, sta-tions, or stages. The enhan
ement 
omes about from the advantages of these te
hnologieswhi
h support distribution of data, ease of navigation through di�erent kinds of browsers aswell as operating systems, and improved automated installation pro
ess.This do
ument presents a des
ription of the development of a web-based environmentfor the treatment of one-dimensional and two-dimensional data. The environment is partof a new 
on
eptual framework for the automated pro
essing of information arriving fromphysi
al sensors in a generalized wide-area, large-s
ale distributed network infrastru
ture [7℄.The proje
t is 
onstru
ting a Computational and Information Pro
essing (CIP) environ-ment to deal with the algorithmi
 treatment of signal-based large s
ale 
ontent in order toextra
t information relevant to a user (See Figure 1.1). Treating signals as elements in pre-s
ribed sets allows to study stru
tures asso
iated with su
h sets and to apply signal operatortheoreti
 methods in a generalized 
omputation and information setting.The web-based environment implements a Computational Signal Pro
essing System (CSPS)(redbox in Figure 1.1), whi
h 
ontains operator methods, implemented through algorithmi
 for-mulations, to assist at improving and enhan
ing the performan
e in e�e
ting some of the3



Data 
Representation 

Systems

Signal 
Conditioning 

System

Raw Data 
Servers

Computational 
Signal 

Processing 
Systems

Signal Data 
Post-processing

Pre-processing Stage Post-processing StageProcessing Stage

INTERNET
Computed 

Data Servers

Information 

Rendering 

Systems

Sensors

Data 
Representation 

Systems

Data 
Representation 

Systems

Signal 
Conditioning 

System

Raw Data 
Servers

Raw Data 
Servers

Computational 
Signal 

Processing 
Systems

Computational 
Signal 

Processing 
Systems

Signal Data 
Post-processing

Signal Data 
Post-processing

Pre-processing Stage Post-processing StageProcessing Stage

INTERNET
Computed 

Data Servers
Computed 

Data Servers

Information 

Rendering 

Systems

Information 

Rendering 

Systems

SensorsFigure 1.1: Con
eptual Diagram of a Computational and Information Pro
essing Environ-mentanalysis tasks. The implementation of the CSPS was done using the Java 2 Platform, Enter-prise Edition (J2EE) of Java, whi
h o�ers an stru
tured developing of multitier appli
ations.In order to enhan
e the prototyping of operators was taken into a

ount the bene�ts thato�er the MATLAB R© Compiler, whi
h allows 
onvert MATLAB R© s
ripts as Java 
lasses.This is des
ribed in more detail in Chapter 3.The next se
tions of this 
hapter present the justi�
ation and justi�
ation and obje
tivesof this resear
h, as well as the original 
ontributions that were rea
hed. Chapter 2 des
ribesin a detailed manner the mathemati
al ba
kground that is ne
essary to understand the 
om-putational signal pro
essing environment. The 
omputational implementation of the CSPSis explained in Chapter 4, and the results obtained from its appli
ation are presented enChapter 5. 4



1.1 Previous WorkThe literature review and analysis of previous works that appears in this se
tion is orga-nized in three main topi
s: works related to environmental monitoring, 
omputational signalpro
essing, and web-based appli
ations.Environmental hazards o

ur through the 
ombination of natural for
es and the humanintervention in e
osystems. For example, environmental hydrology deals with the under-standing of the behavior of natural for
es, and the understanding of the e�e
ts 
aused bypeople. Ale
u and Stan
alie [8℄ used geographi
 information and remotely-sensed data todeals with the problem of fore
asting and monitoring of torrential pre
ipitation. They founda methodology that allow to determine �ooding risk, taking measures from some points ofthe entire territory of study. Bryant and Rainey [9℄ used another te
hnique to analyze dataof �ood inundation; they made use of time-series of AVHRR (Advan
ed Very High Resolu-tion Radiometer) data. In this study they were looking for methods to 
ompare hydrologi
alresponse to seasonal 
hanges. Frappart et. al [10℄ 
ombined mi
rowave data and in-situ datafrom hydrographi
 stations to determine the temporal variations of water volume stored inthe �oodplains of great river basins.With respe
t to the te
hnology used to transmit and pro
ess a
quired data, many workshave been done; however here are presented two that have a seamless approa
h to the workof this do
ument. Chuan and Lim [11℄ performed tests of pro
essing time using a 
lient-server approa
h to pro
ess AVHRR data of forest �re, and Crowley [12℄ used wireless sensornetworks to transmit data of temperature; the information was sent to a server via a GSMnetwork.From the mathemati
al perspe
tive, there is an important work made by Ritter [13℄5




alled Image Algebra. This Image Algebra is a mathemati
al theory 
on
erned with thetransformation and analysis of images. It was 
reated due to the need for a 
ommon image-pro
essing language, where 
ould be together operands and operators. As a result of hiswork, it was developed a C++ library with the stru
tures representing operands and op-erators. This library has been used spe
ially for hardware implementations of spe
ializedappli
ations.Angus [14℄ gave an obje
t-oriented approa
h to that Image Algebra. In this work wasestablished the abstra
t data types that represent images. Lenz et. al [15℄ also presentsa work where they made use of group representation theory to design �lter systems thatanalyze multi
hannel images, and as result proposed an algorithm that 
ould be used inmath-programs as MATLAB R©.In the 
ontext of software systems to pro
ess data, there exist proje
ts in the areas ofenvironmental monitoring and management of medi
al data, 
onstru
ted by using web ap-pli
ation frameworks and grid 
omputing. Kiehle [16℄ presents a te
hni
al solution of how touse web servi
es te
hnology for distributed storage and a

ess of data using Open GeospatialConsortium (OGC) spe
i�
ations.Referen
es [17℄ and [18℄ worked together developing the Earth System Modeling Frame-work. In the proje
t were built open-sour
e standards to in
rease easy distribution of 
odeand interoperability of 
omponents. Main targets of appli
ations were in �elds of the Earths
ien
es. Divia

o [19℄ also was working in the development of web-based open sour
e solu-tions for seismi
 data.Indiana University [20℄ had developed a metadata 
atalog 
alled "MyLEAD". It storesthe metadata asso
iated with data produ
ts generated and used in the 
ourse of s
ienti�
6



investigation. MyLEAD was built as a Web Servi
e. This tool 
an easily integrate s
ienti�
databases and other data resour
es on the grid.Nogueras-Iso et al. [21℄ illustrate the bene�ts of using standard 
atalogs in the devel-opment of Spatial Data Infrastru
ture and how they 
an be used for building other kindof spe
i�
 servi
es. Spatial Data Infrastru
tures (SDI) provide the framework for the opti-mization of the 
reation, maintenan
e and distribution of geographi
 information at di�erentorganization levels (regional, national or global). They identi�ed that one of the main 
om-ponents of an SDI is a geographi
 
atalog that enables users, or appli
ation software, to �ndthe information that already exists within a distributed 
omputing environment.The SAR Atlas (SARA) proje
t [22℄ developed by the Center for Advan
ed ComputingResear
h (CACR) of the California Institute of Te
hnology wants to demonstrate the servingof remote-sensing data a
ross a gigabit wide-area network using a Nets
ape front end. This
an pro
ess multispe
tral SAR data and the 
lient 
ommuni
ates with a Web server, whi
hknows metadata about the SAR images, su
h as the position of the image on the surfa
e ofthe Earth.The Geos
ien
es Network (GEON) [23℄ is developing a 
yber-infrastru
ture for integrativeresear
h to enable transformative advan
es in Geos
ien
e resear
h and edu
ation. GEON is"inherently a distributed system, sin
e the s
ientists-who are users as well as providers ofresour
es (e.g., data, tools, 
omputing and visualization 
apabilities)-are themselves distrib-uted".Another appli
ation that is able in Internet is InfoVis Cyber-infrastru
ture, a Data-Code-Compute for Resear
h and Edu
ation in Information Visualization [24℄. It provides a uni�edar
hite
ture in whi
h diverse data analysis, modeling and visualization algorithms 
an beplugged in and run. 7



In [25℄ and [26℄, Beer et. al. des
ribe the evolution of a Java-based visual informationsystem for image re
onstru
tion algorithms, from a stand-alone appli
ation to a distributedappli
ation with the option of binding XML. Matsopoulos [27℄ et al, also performed a work ofrelating obstetri
al, gyne
ologi
al, and radiologi
al data in a distributed system that providestools for image enhan
ement, image segmentation, image 
lassi�
ation and registration, inorder to provide to the medi
al experts of a uni�ed patient management me
hanism.Page et al. [28℄ presents "a programmable Java Distributed System, whi
h utilizes thefree resour
es of a heterogeneous set of 
omputers linked together by a network". One ofthe important topi
s to highlight of this paper is the development of a "fully 
ross-platformparallel database sear
h program" whi
h permits sear
hing information in a dynami
 wayover the nodes ma
hines. This paper serves as a guide for the design of the main 
omponentsof distributed systems, su
h as the servers, the 
lients and the interfa
es and 
ommuni
ationsbetween them with the appli
ations.Manolakos et al. [29℄ gives spe
ial attention to the issue of exploiting the 
apabilityof MATLAB R© to in
orporate Java 
ode for the "development of parallel and distrib-uted 
omponent-based appli
ations for heterogeneous 
lusters of workstations". In this pa-per is possible to see how MATLAB R© 
an intera
ts with Java 
lasses, spe
ially be
ausemost of the algorithms for signal and image pro
essing have been implemented already as
MATLAB R©'s fun
tions and avoid to rewrite 
ode in Java.Huallparima
hi [30℄ in his master thesis designed and developed a Java-based distributedsystem tool-environment for image analysis with spe
ial attention given to syntheti
 aper-ture radar (SAR) imaging appli
ations. This work has been taken as the initial point forour resear
h, by studying the fun
tionalities that were implemented to in
lude the ne
essary8



operations to perform 
orrelated digital interferometry.Referen
es [31℄ and [32℄ both are related to the implementation of edu
ational tools forthe learning of digital signal pro
essing and image pro
essing 
on
epts. The Java-based tooldeveloped by Campbel et. al. [31℄ was used in the 
ourse of Image Pro
essing and PatternRe
ognition at the Queen's University Belfast. Spanias and Bizuneh [32℄ developed an on-line DSP laboratory at the Arizona State University, whi
h is used in the 
ourses of DSP,Image Pro
essing, Wireless Communi
ations and Control.
1.2 Justi�
ationAs 
an be seen in the previous work se
tion, digital signal pro
essing and image pro
essingare te
hniques used in di�erent �elds, as hydrology and medi
ine; however although the
onditions of a
quisition of data are 
ompletely di�erent, most of the �nal outputs displayedto a user, are relatively seamless. Also, most of the te
hniques used to make pro
essing inone of them, is also used in the other, for example, applying �lters for image enhan
ementis a 
ommon tool that is available in spe
ialized software for either hydrology and medi
ine.The advantage to 
reate a Computational Signal Pro
essing System that deals withthe algorithmi
 treatment of signal-based data, is that whatever be the kind of data, orwhatever be its sour
e, this 
an be pro
essed by standard methods established with a formalmathemati
al notation, whi
h 
an be translated to any programming language. As wasdone by Ritter [13℄ who established an image algebra to de�ne a 
ommon language for thetreatment of images, in this thesis work, one of the interest was to make an approa
h toobtain a 
ommon language for multidimensional signals, although the appli
ation is morerelated just to one-dimensional and two-dimensional signals.9



1.3 Thesis Obje
tivesThe thesis obje
tives are as follows:Develop a web-based environment for the treatment of one-dimensional and two-dimensionalsignals, through the de�nition of a Computational Signal Pro
essing System (CSPS). Theseimply the a
hievement of the following spe
i�
 obje
tives:
• De�ne the main 
omponents of a CSPS:� A set of input entities� A set of output entities� A set of generalized 
omputational and information pro
essing algorithms� A set of a
tion rules for these operators� A set of a
tion rules for the operators to a
t on input entities� A user interfa
e
• Implement features of the signal algebra framework using MATLAB R© and Java lan-guage.1.4 Resear
h MethodologyIn this se
tion is des
ribed the tasks needed to a
hieve the obje
tives showed before. Thisis divided in three phases: Beginning, Constru
tion, and Transition.Phase 1: Beginning 10



This phase was made the preliminary sear
hing of information needed to understand theproblem. As �nal result of this phase, we will have a list of system requirements that willbe implemented in the next phase. The following are the tasks of this phase:
• Colle
t the basi
 requirements of potential users of the tool, in order to 
larify therequired fun
tionality of the system.
• Make an initial study of the theory related with the mathemati
al framework of thesignal algebra. In this way it is possible to establish the algorithms that will beimplemented.
• Make a deep study of the tools that will be used for implementation, su
h as MATLAB R©and Java, spe
ially, to analyze its intera
tion.
• Study the 
on
epts related with web appli
ations and frameworks to develop it.
• Sear
h related works in the areas of image pro
essing, signal algebra and web appli
a-tions.Phase 2: Constru
tionThe obje
tive of this phase is to perform the tasks related with implementation of math-emati
al algorithms and developing of the system. These are the tasks:
• Implement the mathemati
al algorithms of the Computational Signal Pro
essing Sys-tem.
• Design and implement the ar
hite
ture of a web appli
ation.
• Implement the fun
tionalities identi�ed in the beginning phase.
• Develop the user interfa
e using Usability Engineering and Human Computer Intera
-tion. 11



Phase 3: TransitionIn this phase the work will be 
on
entrated on performing the ne
essary proves of the sys-tem in order to 
orre
t faults and errors dete
ted in the algorithms. Also, will be performedthe Usability tests to improve the user interfa
e.1.5 Original Contributions1. Con
eptual formulation of a web-based signal pro
essing environment.2. Development of the 
on
ept of operator en
apsulation for integrated one-dimensionaland two-dimensional signals.3. Development of a Java-based framework for two-dimensional representation of one-dimensional sensor-based signals.4. Implementation of 
on
atenation operators for image pro
essing appli
ations with theability of history pro�le.5. Develop instation tools to validate Java-MATLAB R© intera
tion.6. Develop a series of algorithms in Java to implement two-dimensional 
y
li
 operators.7. Development of a user's guide, following usability guidelines.

12



Chapter 2
FUNDAMENTALS OFCOMPUTATIONAL SIGNALPROCESSING
Computational Signal Pro
essing (CSP) deals with the formulation of 
omputational meth-ods in order to extra
t information relevant to a user. The 
omputational methods are
omposed by algorithms, whi
h are well de�ned pro
edures to solve a problem in a �nitenumber of steps. That pro
edures are 
omposed by a sequen
e of operations that are 
alledoperators.Signals 
an be of two types: physi
al and mathemati
al. Physi
al signals are thoseentities whi
h 
arries the information in a transmission or re
eption pro
ess. It 
an be man-ifested as either a matter-based, energy-based or a 
ombination of these two 
omponents.Examples of these type of signals are any of the physi
al measures we 
an obtain from en-vironment: temperature, pressure, humidity, et
. Mathemati
al signals are de�ned asnumeri
 signals or numeri
 fun
tions, it means that they have a domain and a 
o-domain.13



Computational Environment

Computational Method Computational Method

Computational Method Computational Method

Op_i

Op_m

Op_k

Algorithm

OperatorFigure 2.1: Computational EnvironmentIt is not easy to translate physi
al signals to mathemati
al signals.In this work digital signal pro
essing (DSP) te
hniques were used to represent the sig-nals mathemati
ally and get the information 
arried by them. Mathemati
al basis of DSPalgorithms lies on the set theory, group theory, and algebrai
 stru
tures 
on
epts whi
h 
anbe applied in the �elds of the real numbers (R) and the 
omplex numbers (C).This 
hapter presents basi
 de�nitions to fa
ilitate the understanding of these 
on
epts.Se
tions 2.1 and 2.2 
ontain the de�nition of Digital Signal Pro
essing and MultidimensionalSignal Pro
essing respe
tively, in order to set the mathemati
al representation of the signals.14



Following se
tions are related to the basi
 
on
epts that gives the formal mathemati
alrepresentation to the operations that 
ould be done in signal pro
essing. Most of the presentde�nitions 
an be en
ountered in the 
lass notes of Dr. Domingo Rodriguez [33℄.
2.1 Multidimensional Signal Pro
essingMultidimensional Signal Pro
essing deals with the formulation of theoreti
al methods forthe treatment of multidimensional signals in order to extra
t information important to auser. The treatment of the multidimensional signals is mostly of an algorithmi
 nature, itmeans, to 
reate well-de�ned pro
edures to solve a problem in a �nite number of steps.2.1.1 Multidimensional SignalA Multidimensional signal is any signal whi
h admits a mathemati
al representation asnumeri
 fun
tion of several independent variables. It is important to distinguish betweenthese signals and a true physi
al signal, whi
h may be 
onveying information about multipleobservable quantities of physi
al entities at the same time. For example, a true physi
alsignal may be 
onveying information about the temperature and pressure of a physi
al entity;however, this information might not be easily translated into a mathemati
al formulation.A numeri
 fun
tion of several independent variables 
an be denoted as: f (x, y, z, ...)2.1.2 De�nition of Set and Fun
tionBefore 
ontinue with the explanation of multidimensional signals, it is important to establishsome de�nitions that will be used through this 
hapter, whi
h are useful to understand thenotation used to express mathemati
al signals and the operations that 
ould be performedbetween them. 15



SetIn an intuitive sense, a set A may be de�ned as a 
olle
tion of arbitrary obje
ts. The 
ol-le
tion may be �nite or in�nite. A set A is said to be �nite if it 
ontains a �nite number ofelements. Otherwise, A is said to be an in�nite set. The obje
ts 
ontained in an arbitraryset are 
alled the elements of the set.For this work has been 
hosen the following sets of numbers:
• Z = {...,−2,−1, 0, 1, 2, ...}, the set of the Integer numbers.
• ZN = {0, 1, 2, ..., N − 1}, the set of Cardinal Indexing.
• R = {x : x ∈ R}, the set of the Real numbers.
• C =

{

z : z = x + jy; x, y ∈ R; j =
√
−1

}, the set of Complex numbersFun
tionA fun
tion β is a relation with the 
ondition that for every element (ak, bn) ∈ β, the �rstterm of the pair is unique; that is, it appears on
e and only on
e throughout the whole set
β. The word mapping as analogous to the word fun
tion. The notation used for a fun
tion(or mapping) is

f : A −→ B

ak 7−→ bl = f (ak)The set A is the domain of the fun
tion, whi
h is the set of the input values of f . Theset B is the set of the possible output values of f and it is 
alled the 
odomain of thefun
tion. The range of f is the set of all output values produ
ed by f .16



This work is based on the numeri
 fun
tions that have as domain and 
odomain theabove enumerated sets of numbers. With this in mind, it is possible make the following
lassi�
ation of signals.2.1.3 Signal Classi�
ationReal Continuous Signals of Dimension NThis signals have as domain the set of the real numbers, and as 
odomain also the realnumbers.
x : R

N −→ R

(m0,m1, ...,mN−1) 7−→ x (m0,m1, ...,mN−1)For example, 
onsider a 2-dimensional signal. It is de�ned as:
x : R

2 −→ R

(m0,m1) 7−→ x (m0,m1)

m0

mx

my

m1
(m0,m1)

x

mx

my

x(m0,m1)

m0

mx

my

m1
(m0,m1)

x

mx

my

x(m0,m1)

Figure 2.2: Example of a 2-Dimensional signal17



If the 
odomain is the set of 
omplex numbers, it is said that the signal is 
omplex
ontinuous of dimension N.Real Dis
rete Signals of Dimension NThis signals have as domain the integer numbers, and as 
odomain the real numbers.
x : Z

N −→ R

(m0,m1, ...,mN−1) 7−→ x (m0,m1, ...,mN−1)If the 
odomain is the set of 
omplex numbers, it is said that the signal is 
omplex dis
reteof dimension N.Digital SignalsThis signals have as 
odomain a �nite set.
u (mx,my) =























1, mx ≥ 1,my ≥ 1

0, mx < 1,my < 1

0, mx < 1ormy < 1

u : R
N −→ {0, 1}

(m0,m1) −→ u (m0,m1)Observation . What determines if a signal is 
ontinuous or dis
rete is its domain, andwhat determines if a signal is digital, is its 
odomain.Another 
on
ept that must be 
lear is the 
on
ept of system. With this 
on
ept is howhas been de�ned the operators implemented for the CSP system.18



2.1.4 Multidimensional SystemsDudgeon [34℄ presents the following de�nition: "a system is an operator that maps onesignal (the input) into another (the output)". Graphi
ally this 
an be seen in the following�gure:
Input Signal Output SignalSystem T

Figure 2.3: Blo
k Diagram of a SystemDigital Multidimensional SystemsThese systems takes as inputs digital signals and produ
e as outputs digital signals as well.
x [(mo, m1,…,mN-1)]

Digital 

System T y [(mo, m1,…,mN-1)]

Figure 2.4: Blo
k Diagram of a Digital SystemThere is another three types of systems whi
h are very important to know, be
ause its
hara
teristi
s 
ontribute to the implementation of operators.Multidimensional Linear SystemsLet T be a dis
rete system, and let m= (m0,m1, ...,mN−1). It is said that T is linear if itsatis�es the following 
onditions:1. Superposition: T {x1 [m] + x2 [m]} = T {x1 [m]} + T {x2 [m]}2. Homogeneity: T {ax1 [m]} = aT {x1 [m]}19



This two properties 
an be 
ombined to produ
e the following expression:
T {ax1 [m] + bx2 [m]} = aT {x1 [m]} + bT {x2 [m]}Figure 2.4 illustrates by diagram blo
ks ea
h side of the equality.

X1[m0,m1]
T

T{ X1[m0,m1] }
a

a T{ X1[m0,m1] }

+

X2[m0,m1] T{ X2[m0,m1] } b T{ X2[m0,m1] }
T b

a T{ X1[m0,m1] } + b T{ X2 [m0,m1] }  

X1[m0,m1]
T

T{ X1[m0,m1] }
a

a T{ X1[m0,m1] }

+

X2[m0,m1] T{ X2[m0,m1] } b T{ X2[m0,m1] }
T b

a T{ X1[m0,m1] } + b T{ X2 [m0,m1] }  

X1[m0,m1]

X2[m0,m1]

a

a

a  X1[m0,m1] 

b X2[m0,m1] 

+
a  X1[m0,m1]  + b  X2 [m0,m1] 

T
T{ a X1[m0,m1] + b X2 [m0,m1] 

X1[m0,m1]

X2[m0,m1]

a

a

a  X1[m0,m1] 

b X2[m0,m1] 

+
a  X1[m0,m1]  + b  X2 [m0,m1] 

T
T{ a X1[m0,m1] + b X2 [m0,m1] }

a) Left side of the equality

b) Right side of the equalityFigure 2.5: Blo
k Diagrams for Linearity
Multidimensional Delay SystemLet m= (m0,m1, ...,mN−1) and n = (n0, n1, ..., nN−1), be two elements of R

N . The Delaysystem produ
es a dilation of n for ea
h m. Next �gure illustrates this de�nition.
x [(mo, m1,…,mN-1)]

Delay System 
S x [ (mo- no , m1- n1 ,…, mN-1- nN-1) ]Figure 2.6: Blo
k Diagram of a Delay System20



Multidimensional Shift-Invariant Systems.A system T is invariant if it 
ommutes with a Delay System. Dudgeon [34℄ says that "ashift-invariant system is one for whi
h a shift in the input sequen
e implies a 
orrespondingshift in the output sequen
e".Linear Shift-Invariant (LSI) SystemsThis systems satisfy both the linearity and the shift-invarian
e properties des
ribed above.Mitra [35℄ des
ribes this systems as "mathemati
ally easy to analyze, and 
hara
terize, andas a 
onsequen
e, easy to design. In addition, highly useful signal pro
essing algorithmshave been developed utilizing this 
lass of systems." This systems also are 
alled Filters.Impulse Response of a LSI SystemOne of the most useful sequen
es is the unit sample sequen
e , denoted by δ [m] andde�ned by
δ [m] =











1, m = 0

0, m 6= 0The unit sample sequen
e shifted by k samples is thus given by
δ [m − k] =











1, m = k

0, m 6= kThe response of a digital �lter to a unit sample sequen
e δ [m] is 
alled the impulseresponse, and it is denoted by h [m]. A 
onsequen
e of the linear, shift-invariant propertyis that an LSI system is 
ompletely spe
i�ed by its impulse response, it means, that knowingthe impulse response, it is possible to 
ompute the output of the system to any arbitrary21



input [35℄.Using the prin
iples of superposition, homogeneity, and shifting, it is possible to de
om-pose any sequen
e into a sum of weighted and shifted unit impulses. For the parti
ular 2-D
ase in [34℄, this 
an be expressed as:
x [m0,m1] =

∞
∑

k0=−∞

∞
∑

k1=−∞

x [k0, k1] δ [m0 − k0,m1 − k1]If the sequen
e x is used as the input to a LSI system, 
alled T , it will produ
e the output
y [m0,m1]:

y [m0,m1] = T

[

∞
∑

k0=−∞

∞
∑

k1=−∞

x [k0, k1] δ [m0 − k0,m1 − k1]

]

y [m0,m1] =
∞

∑

k0=−∞

∞
∑

k1=−∞

x [k0, k1] T [δ [m0 − k0,m1 − k1]]

y [m0,m1] =
∞

∑

k0=−∞

∞
∑

k1=−∞

x [k0, k1] h [m0 − k0,m1 − k1]This last expression is known as the 2-D 
onvolution sum .Frequen
y Response of a LSI SystemIn this 
ase it is analyzed the response of a LSI system when the input is a 
omplex sinu-soidal signal, making use also of the prin
iples of superposition, homogeneity and shifting.Considering also the 2-D 
ase in [34℄, the input signal now has this form:
x [m0,m1] = e[jw0m0+jw1m1]the output signal 
an be determined by 
onvolution in this way22



y [m0,m1] =
∞

∑

k0=−∞

∞
∑

k1=−∞

h [k0, k1] e
[jw0(m0−k0)+jw1(m1−k1)]

y [m0,m1] = e[jw0m0+jw1m1]

[

∞
∑

k0=−∞

∞
∑

k1=−∞

h [k0, k1] e
[−jw0k0−jw1k1]

]

y [m0,m1] = e[jw0m0+jw1m1]H [w0, w1]The output signal is a 
omplex sinusoid with the same frequen
ies as the input signal,but its amplitude and phase have been altered by the 
omplex gain H (w0, w1). This gainis 
alled the system's frequen
y response, and it provides a frequen
y-domain des
ription ofthe system. As will be explained in the next se
tion, H (w0, w1) 
orresponds to the Dis
reteDomain Fourier Transform of the impulse response h [m0,m1] of the system [35℄.Dis
rete Domain Fourier Transform: the 2-D 
aseLet x [m0,m1], m0 ∈ Z, m1 ∈ Z be a dis
rete signal satisfying the following 
ondition:
∑

m0∈Z

∑

m1∈Z

x [m0,m1] x
∗ [m0,m1] < ∞The set of all signals satisfying this 
ondition is denoted by l2 (Z × Z). Thus, if x ∈

l2 (Z × Z), then it 
an be expressed as follows:
x : Z × Z −→ C

[m0,m1] 7−→ x [m0,m1]The Dis
rete Domain Fourier Transform (DDFT) of this signal is given by the followingexpression: 23



X (w0, w1) =
∑

m0∈Z

∑

m1∈Z

x [m0,m1] e
−jw0m0e−jw1m1The DDFT is periodi
 in w0 and w1, respe
tively, with periods equal to 2π in bothfrequen
y variables w0 and w1.Dis
rete Fourier Transform: the 2-D 
aseThe Dis
rete Fourier Transform (DFT) of this signal is given by the following expression:

X (wk0
, wk1

) =
∑

m0∈ZN0

∑

m1∈ZN1

x [m0,m1] e
−jwk0

m0e−jwk1
m1Con
epts 
overed in this se
tion give a better understanding of the fundamentals of digitalsignal pro
essing, espe
ially with multidimensional signals. Before make the de�nitions of theoperations that 
ould be performed over that type of signals by using the systems des
ribed,is ne
essary to make some de�nitions of linear algebra and some of abstra
t algebra, toestablish mathemati
al formulations for that operations.2.2 Cartesian Produ
ts and RelationsCartesian Produ
t. As was seen in se
tion 2.1, the nature of the mathemati
al representa-tion of the signals is given by the domain and 
odomain sets in whi
h they are de�ned. Thishelps to distinguish between 
ontinuous, dis
rete, and digital signals. A useful te
hniqueto show the domains of two or more variables is the Cartesian Produ
t. The 
artesianprodu
t of two sets A and B is a new set A×B 
onstru
ted in the following manner. Everyelement of A×B is an ordered pair of the form (p, q) su
h the �rst term is always an elementof A, or p ∈ A, and the se
ond term is always an element of B, or q ∈ B. This 
an beexpressed as 24



A × B = (p, q) : p ∈ A, q ∈ B

Relation. A

ording to [36℄, "given a set A, a relation on A 
an be de�ned as anysubset of the 
artesian produ
t A × A". A relation ρ between any two sets, said A and B,is a subset of its 
artesian produ
t A × B. This is indi
ated in the following way:
ρ : A −→ B

ak 7−→ bnHere the arrow −→ indi
ates the order of the sets in the 
artesian produ
t A×B. Thatis, �rst A then B. The expression ρ : A −→ B reads the relation ρ su
h that it goes fromthe set A to the set B. The symbol 7−→ identi�es the element (ak, bn) of the 
artesian set
A × B as an element of the relation ρ. The expression ak 7−→ bn reads the element ak isidenti�ed with the element bn. In this 
ase, ak ∈ A is related to bn ∈ B.
2.3 Binary Operations and Multipli
ative SetsHaving in mind the 
on
epts of set, fun
tion, 
artesian produ
t and relation, it is possible tode�ne the 
on
ept of binary operation, whi
h is very important to 
ontinue with the presen-tation of the algorithms of the operations established for multidimensional signal pro
essing.Binary Operation. Let A be a �nite set. β is a binary operation de�ned on A if β is25



a mapping or fun
tion of the form
β : A × A −→ A

(ak, al) 7−→ β (ak, al) ≡ amIn this de�nition ak, al, am are any arbitrary elements of A. Usually, ak and al are 
alledthe left operand of the binary operation and the right operand of the binary operation, re-spe
tively.Multipli
ative Set. A �nite set A is 
alled a multipli
ative set if is possible identify abinary operation on this set. The operation itself need not be a multipli
ation operation.
2.4 Basi
 Algebrai
 Stru
turesNaylor [36℄ de�nes Algebrai
 System as the set of binary operations for any set. For exam-ple, the set N and the sum operation +. The stru
ture of the system is instead 
hara
terizedby a set of axioms, and all systems satisfying these axioms are grouped together in a set
alled an Algebrai
 Stru
ture."Algebrai
 stru
tures and number theory underlie mu
h of the development of modernte
hniques of digital signal pro
essing (DSP), for this is important study DSP with a formalsurvey of these mathemati
al fundamentals" [37℄.Following subse
tions present some of the most used algebrai
 stru
tures, starting fromthe more simple to the most 
omplex. 26



2.4.1 Finite Semigroup, Finite Group, Finite Subgroup, AbelianGroupFinite Semigroup. The set A is a �nite semigroup if A is a multipli
ative set with anasso
iative binary operation. That is, if β is the binary operation, then
β : A × A −→ A

(ak, al) 7−→ β (ak, al) ≡ amFinite Group. A set A is a �nite group if it is a semigroup with the following additionalproperties:1. For every element ak ∈ A, always �nd another element an ∈ A su
h that
ak ∗ an = e2. There exists a unique element e ∈ A su
h that for every element al ∈ A, we have

e ∗ al = al ∗ e = eThe element e ∈ A is the identity element of the group A. If ak ∗ an = e, an is theinverse of ak, denoted by a−1
k , and write a−1

k = an.Finite Subgroup. Let G be a �nite group with binary operation ∗. Let H be a subsetof G. H is a subgroup of G if for any two elements hk, hl ∈ H , have hk ∗ hl = hm ∈ H ;and hr ∈ H implies h−1
r

∈ H .Abelian Group. A group A is an abelian group if the binary operation of the group is27



a 
ommutative operation; if ak, al ∈ A are any two elements of A, then
akal = alakis always satis�ed. The group is 
alled an additive abelian group if the internal binary op-eration of the group is the additive operation.Homomorphism. Let A and B be any two arbitrary groups with binary operations ⊕and ⊙, respe
tively. A homomorphism from the group A into B is a mapping µ : A 7−→ Bsu
h that if

ak, al ∈ A, µ (ak) , µ (al) ∈ Bthen
µ (ak ⊕ al) = µ (ak) ⊙ µ (al)The homomorphism µ is 
alled an epimorphism if it is onto; it is 
alled monomorphism ifit is one-to-one; and it is 
alled an isomorphism if it is both one-to-one and onto. If A = Bthen µ : A −→ A is 
alled an endomorphism. If µ : A −→ A is an isomorphism, then itis 
alled an automorphism.2.4.2 Rings, FieldsRing. A set A is a ring if it is an additive abelian group with a binary multipli
ationoperation de�ned. For every ordered pair of elements (ak, al) , ak, al ∈ A, a multipli
ationoperation results in an element akal ∈ A. This multipli
ation operation has the followingproperties. It is a 
ommutative operation, and asso
iative as well. It is also distributive overthe addition operation. A multipli
ative identity, written as element 1, exists in A su
h thatfor any element ak ∈ A, 1ak = ak1 = ak. 28



Field. A set A is 
alled a �eld if we 
an identify two internal binary operations whi
hwe term addition and multipli
ation. The set A behaves as an additive abelian group underthe addition operation. The set A∗ behaves as an abelian group under the multipli
ationoperation. In this work, it has been used the �eld of the real numbers (R) and the set ofthe 
omplex numbers (C).2.4.3 Ve
tor Spa
es. Greub [38℄ de�nes a Ve
tor (Linear) Spa
e , V , over the �eld Γ as a set of elements
{vk, vl, . . .} 
alled ve
tors with the following algebrai
 stru
ture:1. V is an additive group; that is, there is a �xed mapping

+ : V × V −→ V

(vk, vl) 7−→ + (vk, vl) = (vk + vl) = vmand satisfying the following axioms:(a) (vk + vl) + vr = vk + (vl + vr) (Asso
iative Law)(b) (vk + vl) = (vl + vk) (Commutative Law)(
) there exists a zero-ve
tor 0; i.e., a ve
tor su
h that x + 0 = 0 + vk = vk forevery vk ∈ V .(d) To every ve
tor vk there is a ve
tor −vk su
h that vk + (−vk) = 0.2. There is a �xed mapping
• : V × V −→ V29



(λ, vk) 7−→ • (λ, vk) = λvk = vsand satisfying the axioms:(a) (λµ) vk = λ (µvk) (Asso
iative Law)(b) (λ + µ) vk = λvk + µvk

λ (x + y) = λx + λy (Distributive Laws)(
) 1 ·vk = vk (1 is the unit element of Γ)Linear Combinations. A linear 
ombination of {vk, vl, . . . , vn} is an expression ofthe form
ckvk + clvl + . . . + cnvnwhere the 
's are s
alars ∈ Γ.A subset S ⊂ V is 
alled a system of generators for V if every ve
tor v ∈ V is alinear 
ombination of ve
tors of S.Span Set. Let {vk, vl, . . . , vn} be ve
tors in the spa
e V . The span of these ve
-tors, denoted by spanvk, vl, . . . , vn, is the subset of V 
onsisting of all possible linear
ombinations of these ve
tors:

span {vk, vl, . . . , vn} = {ckvk, clvl, . . . , cnvn}where ck, cl, . . . , cn are s
alars ∈ Γ.Linear Independen
e. A set of ve
tors V = {vk, vl, . . . , vn} is said to be a linearlyindependent set whenever the only solution for the s
alars αi in the homogeneous equation30



αkvk + αlvl + . . . + αnvn = 0is the trivial solution αk = αl = . . . = αn = 0Basis. A basis for the ve
tor spa
e V is a spanning set of ve
tors {vk, vl, . . . , vn} whi
his linearly independent. The standard basis of R
N or C

N is the set {e0, e1, . . . , eN−1} where
ej is the 
olumn ve
tor of size N whose jth entry is 1 and all other entries is 0.
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; . . . eN =



















0
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1
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
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Standard ve
tor spa
es alway have a basis. Given a ve
tor spa
e V , not always 
an besure that a basis for it exists.Linear Operator. A fun
tion that maps elements of one ve
tor spa
e into another, say
f : V −→ W is sometimes 
alled an operator , a system , or transformation .2.4.4 Linear AlgebraA linear algebra over the �eld Γ is a ve
tor spa
e V denoted as (V, +, •) with an additionaloperation 
alled a ve
tor multipli
ation or signal multipli
ation operation de�ned as follows:

∗V × V −→ V

(vk, vl) 7−→ ∗ (vk, vl) = (vk ∗ vl) = vmThis signal multipli
ation operation has the following three properties:31



1. Asso
iative Property. For vk, vl, vr ∈ V have
(vk ∗ vl) ∗ vr = vk ∗ (vl ∗ vr)2. Distributive Property with respe
t to the ve
tor addition. For vk, vl, vr ∈ Vhave

vk ∗ (vl + vr) = vk ∗ vl + vk ∗ vr3. Distributive Property with respe
t to the s
alars. For vk, vl ∈ V and a ∈ Γhave
a (vk + vl) = (avk) ∗ vl = vk ∗ (avl)2.5 Spa
e of SignalsWe term a set A a signal spa
e, or simply a spa
e, if ea
h element of A is a signal or fun
tion.Spa
e of Finite Complex Signals l (ZN) : 1-D 
ase. Let l (ZN) be the set of all
omplex signals of length N de�ned as follows:

x : ZN −→ C

n 7−→ x [n]The Standard Basis Set for l (ZN) : 1-D 
ase. Let ∆N ∈ l (ZN) be the set of N
omplex signals 
alled the standard basis set. We pro
eed to des
ribe this set:
∆N =

{

δ{k} : δ{k} = 1, n = k; δ{k} = 0, n 6= k; n, k ∈ ZN

}

∆N =
{

δ{0}, δ{1}, δ{2}, . . . , δ{N−1}

}32



δ{m} [n] , n ∈ ZN

δ{m} [n] = 1For example, having N = 4

∆4 =
{

δ{0}, δ{1}, δ{2}, δ{3}

}

δ{0} =
{

δ{0} [0] , δ{0} [1] , δ{0} [2] , δ{0} [3]
}

δ{1} =
{

δ{1} [0] , δ{1} [1] , δ{1} [2] , δ{1} [3]
}

δ{2} =
{

δ{2} [0] , δ{2} [1] , δ{2} [2] , δ{2} [3]
}

δ{3} =
{

δ{3} [0] , δ{3} [1] , δ{3} [2] , δ{3} [3]
}We represent signals in l (ZN) as 
olumn ve
tors of length N and for this reason 
allthe elements of the spa
e l (ZN) ve
tors of the spa
e.
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


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


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




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0
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















Spa
e of Finite Complex Signals l2 (ZN0
× ZN1

) : 2-D 
ase. Let l2 (ZN0
× ZN1

)be the set of all 
omplex signals of length N0 × N1 de�ned as follows:33



x : l2 (ZN0
× ZN1

) −→ C

(n0, n1) 7−→ x [n0, n1]The Standard Basis Set for l2 (ZN0
× ZN1

) : 2-D 
ase. Let∆N0×N1
∈ l2 (ZN0

× ZN1
)be the set of N0 × N1 
omplex signals 
alled the standard basis set. We pro
eed to des
ribethis set:

∆N0×N1
=

{

δ{k0,k1} : δ{k0,k1} = 1, n0 = k0, n1 = k1; δ{k0,k1} = 0, n0 6= k0, n1 6= k1

}2.5.1 Binary Operations de�ned over l (ZN): 1-D 
aseWe 
an de�ne many binary operations over the spa
e l (ZN) of parti
ular importan
e arethe operations termed Cy
li
 Convolution and Hadamard Produ
t.
• Cy
li
 Convolution Binary Operation over l (ZN). This operation is de�ned asfollows:

⊙Nl (ZN) × l (ZN) −→ l (ZN)

(x, h) 7−→ y = ⊙N (x, h)where:
y [n] = (⊙N (x, h)) [n] =

∑

k∈ZN

x [k] h [〈n − k〉N]

=
∑

k∈ZN

h [k] x [〈n − k〉N]Here, 〈ρ〉N denotes a module arithmeti
 operation; that is, 〈ρ〉N ≡ remainder (

p

N

)

34



Normally, we use the notation x ⊙N h instead of ⊙N (x, h).Also, we know that ⊙N ⊂ (l (ZN) × l (ZN)) × l (ZN)

• Hadamard Produ
t Binary Operation over l (ZN). This operation is de�ned asfollows:
⊙Nl (ZN) × l (ZN) −→ l (ZN)

(x, v) 7−→ s = ⊙N (x, v)where:
y [n] = (⊙N (x, h)) [n] = x [n] • v [n] , n ∈ ZNNormally, we use the notation x ⊙N v instead of ⊙N (x, v).Also, we know that ⊙N ⊂ (l (ZN) × l (ZN)) × l (ZN)

• Shift Operator over l (ZN). The 
y
li
 Shift Operator SN over the spa
e l (ZN)with respe
t to the standard basis ∆N is de�ned as follows:
SN : l (ZN) −→ l (ZN)

δk 7−→ SN {δk} = δ〈k+1〉NThe matrix representation of this operator with respe
t to the standard basis is givenby the following expression:
SN =

[

SN

{

δ{0}

}

SN

{

δ{1}

}

SN

{

δ{2}

}

. . . SN

{

δ{N−1}

}]35



• Re�e
tion Operator or Cy
li
 Index Reversal Operator over l (ZN). The
y
li
 re�e
tion operator or index reversal operator over the spa
e l (ZN) is de�ned asfollows:
RN : l (ZN) −→ l (ZN)

x 7−→ RN {x}where:
(RN {x}) [n] = x(−) [n] = x [〈−n〉N]2.5.2 Binary Operations de�ned over l2 (ZN0

× ZN1
): 2-D 
ase

• Cy
li
 Convolution Binary Operation over l2 (ZN0
× ZN1

). This operation isde�ned as follows:
⊙N0×N1

: l2 (ZN0
× ZN1

) × l2 (ZN0
× ZN1

) −→ l2 (ZN0
× ZN1

)

(x, h) 7−→ y = ⊙N0×N1
(x, h)where:

y [n0, n1] = (⊙N0×N1
(x, h)) [n0, n1]

y [n0, n1] =
∑

k1∈ZN1

∑

k0∈ZN0

x [k0, k1] h
[

〈n0 − k0〉N0
, 〈n1 − k1〉N1

]

y [n0, n1] =
∑

k1∈ZN1

∑

k0∈ZN0

x [k0, k1] h
[

〈n0 − k0〉N0
, 〈n1 − k1〉N1

]36



Here, 〈ρ〉N denotes a module arithmeti
 operation; that is, 〈ρ〉N ≡ remainder (

p

N

)

Normally, we use the notation x ⊙N h instead of ⊙N (x, h).Also, we know that ⊙N ⊂ (l (ZN) × l (ZN)) × l (ZN)

• Hadamard Produ
t Binary Operation over l2 (ZN0
× ZN1

). This operation isde�ned as follows:
⊙N0×N1

l2 (ZN0
× ZN1

) × l2 (ZN0
× ZN1

) −→ l2 (ZN0
× ZN1

)

(x, v) 7−→ s = ⊙N0×N1
(x, v)where:

y [n0, n1] = (⊙N0×N1
(x, h)) [n0, n1] = x [n0, n1]•v [n0, n1] , n0 ∈ ZN0

, n1 ∈ ZN1Normally, we use the notation x ⊙N v instead of ⊙N (x, v).Also, we know that ⊙N ⊂ (l (ZN) × l (ZN)) × l (ZN)

• Shift Operator over l (ZN). The 
y
li
 Shift Operator SN over the spa
e l (ZN)with respe
t to the standard basis ∆N is de�ned as follows:
SN : l (ZN) −→ l (ZN)

δk 7−→ SN {δk} = δ〈k+1〉NThe matrix representation of this operator with respe
t to the standard basis is given37



by the following expression:2.6 Inner Produ
t Spa
esAn inner produ
t in a real ve
tor spa
e E is a bilinear fun
tion (, ) having the followingproperties [38℄:1. Symmetry: (x, y) = (y, x)2. Positive de�niteness: (x, x) ≥ 0, and (x, x) = 0 only for the ve
tor x = 0.A ve
tor spa
e in whi
h an inner produ
t is de�ned is 
alled an inner produ
t spa
e. Aninner produ
t spa
e of �nite dimension is also 
alled a Eu
lidean Spa
e.The norm |x| of a ve
tor x ∈ E is de�ned as the positive square-root
|x| =

√

(x, x)A unit ve
tor is a ve
tor with the norm 1. The set of all unit ve
tors is 
alled theunit-sphere.Orthogonality. Two ve
tors x ∈ E and y ∈ E are said to be orthogonal if (x, y) = 0.A system of p ve
tors xv 6= 0 in whi
h any two ve
tors xv and xu(v 6= u) are orthogonal,is linearly independent.2.7 Hilbert Spa
esLet L2 (C)) be the spa
e of all energy 
omplex signals of the form:
x : R −→ C38



t 7−→ x (t)This spa
e has an inner produ
t de�ned as follows:
〈x, y〉 =

∫ ∞

∞

x (t) y∗ (t) dt 6= 〈y, x〉All signals in this spa
e must satisfy the following 
ondition:
〈x, x〉 =

∫ ∞

∞

x (t) x∗ (t) dt < ∞The linear spa
e with the inner produ
t de�ned as des
ribed above form a spa
e 
alleda Hilbert Spa
e of 
omplex 
ontinuous fun
tions with �nite energy.
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Chapter 3
DIGITAL IMAGE PROCESSING
Interest in Digital Image Pro
essing (DIP) methods stems from two prin
ipal appli
ation ar-eas: improvement of pi
torial information for human interpretation, and pro
essing of imagedata for storage, transmission, and representation for autonomous ma
hine inter
eption [39℄.DIP refers to pro
essing digital images by means of a digital 
omputer. A digital imagemay be de�ned as a 2-D fun
tion f (x, y) where x and y are spatial (plane) 
oordinates�nite and dis
rete, as well as the amplitude of f at any pair of 
oordinates (x, y), 
alledthe intensity or gray level of the image at that point.A digital image is 
omposed of a �nite number of elements, ea
h of whi
h has a parti
ularlo
ation and value. These elements are referred to as pi
ture elements, image elements, andpixels.Fundamentals steps in DIPGonzalez [40℄ identify two broad 
ategories of methods to treat images:40



1. Methods whose input and output are images.
• Image A
quisition. The origin of digital images.
• Image Enhan
ement. To highlight 
ertain features of interest in an image.
• Image Restoration. It uses restoration te
hniques that tend to be based onmathemati
al or probabilisti
 models of image degradation.
• Morphologi
al Pro
essing. Deals with tools for extra
ting image 
omponentsthat are useful in the representation and des
ription of shape.2. Methods whose inputs may be images, but whose outputs are attribute extra
ted fromthose images.
• Segmentation. Pro
edures partition an image into the 
onstituent parts orobje
ts.
• Representation and Des
ription. It deals with extra
ting attributes thatresult in some quantitative information of interest or are basi
 for di�erentiatingone 
lass of obje
ts from another.
• Re
ognition. It is the pro
ess that assigns a label to an obje
t on its des
riptors.The number of gray levels typi
ally is an integer power of 2: L = 2k, where k is thenumber of bits of quantization. When an image 
an have 2k gray levels, it is 
ommon torefer to the image as a "k-bit image". For example, an image with 256 possible gray-levelvalues is 
alled an 8-bit image.3.1 Image RepresentationThe information 
ontained in images 
an be represented in di�erent ways, being the spatialand the frequen
y representation the most known. Spatial representation refers to the rep-41



resentation of images as two dimensional (2D) arrays, in whi
h ea
h element of the matrixis 
alled a pixel. For this representation is used the 
ommon notation for matri
es.Figure 3.1 shows an example of a spatial representation of a very simple image of anunitary impulse. Bla
k pixels are represented by zeros and the white pixels by ones. In thelower left side appears the 3D representation of the unitary impulse.
0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 1 1 1 0 0 0

0 0 0 1 1 1 0 0 0
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0 0 0 1 1 1 0 0 00 0 0 1 1 1 0 0 0
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.

.

.

. . .

pixel It has a particular value 

In a given positionFigure 3.1: Spatial Representation of Images
If the image 
ontains M × N pixels, it is represented by an M × N matrix, the index

nx runs from 0 to N − 1, and index ny from 0 to M − 1. Following is the general matrixrepresentation of a digital image: 42



x [nx, ny] =
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The representation in the frequen
y domain of a digital image is obtained by applyingthe Dis
rete Fourier Transform (DFT) to the matrix representing the image, using the math-emati
al expression de�ned in se
tion 2.1.
3.2 Signed Representation of ImagesIn this resear
h work was used grays
ale images. In this type of images intensities of pixelsare shades of gray ranging from bla
k to white. This 
an be viewed 
learly in �gure 3.2.One of the problems 
onfronted is to �nd the appropriated range of gray values to repre-sent graphi
ally the output from the signal operators, espe
ially if that outputs are negativenumbers. Jahne [39℄ gives an approa
h to solve this problem in the following way. Ea
hpixel in images of 256 gray values o

upies 8 bits, whi
h 
auses that negative pixels will takelarge positive values. "In a 8-bit representation, is possible to 
onvert unsigned numbersinto signed numbers by subtra
ting 128:

q′ = (q − 128) mod256; 0 ≤ q′ ≤ 256Essentially, gray values are regarded in this representation as a deviation from a mean43



0 255Figure 3.2: Grays
ale Imagevalue. Only for display the gray values must be 
onverted again to unsigned values by theinverse point operation":
q = (q′ + 128) mod256; −128 ≤ q′ ≤ 1283.3 Classi�
ation of OperatorsThis se
tion presents a list of the implemented operators in JCID (Java Computational ImageDeveloper). The 
lassi�
ation was done a

ording to the fun
tionality of the operators.3.3.1 Point OperatorsThese operators are used to modify the gray values at spe
i�
 pixels. They 
an be appliedto 
orre
t the image illumination and 
ontrast enhan
ement.

• Absolute Value.
• Clamp. 44



• Color Convert.3.3.2 Arithmeti
 OperatorsThis se
tion in
ludes the basi
 operations that 
ould be done over images. It in
ludes theoperations of sum, substra
tion, multipli
ation, and division.3.3.3 Spatial OperatorsThe fun
tion of these operators is to modify the position of the pixels.
• Crop. The operator 
uts a portion of the image given the width and height of these
tion to be 
ropped.
• Resizing. The operator transforms the image by adding or substra
ting pixels.
• Flipping. The operator makes a mirror of the image in verti
al or horizontal dire
tion.3.3.4 Convolution OperatorsThese operators are based on the 
onvolution operation of image pro
essing.
• Sharpening.
• Blurring
• Embossing
• Edge Dete
tion 45



3.3.5 Filtering OperationsThese operators are based also on the 
onvolution operation and are mostly used for imageenhan
ement, highlighting or hiding features of the image.
• Low-pass
• High-pass
• Lapla
ian
• Gaussian
• 2-D Fourier Transform3.3.6 Complex OperatorsThese operators have been implemented espe
ially for those images whose pixels are 
omplexnumbers.
• Cy
li
 Convolution
• Cy
li
 Correlation
• Conjugate
• Phase
• Hadamard Produ
t
• Shifting
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Chapter 4
CONNECTING MATLAB WITH JAVA
"MATLAB R© is a high-level language and intera
tive environment that enables to per-form 
omputationally intensive tasks" [41℄. It is very used into the s
ienti�
 world be
auseit provides a set of spe
ialized fun
tions that fa
ilitates the programming work. Spe
ializedfun
tions in
ludes, among others, signal and image pro
essing, 
ommuni
ations, 
ontrol de-sign, �nan
ial modeling and analysis, and 
omputational biology.The Image Pro
essing Toolbox of MATLAB R© o�ers the following set of fun
tions:

• Reading and Writing Image Data
• Display of Images
• Spatial Transformations: Interpolation, Resizing, Rotating, Cropping
• Image Registration
• Linear Filtering: supports linear 
onvolution and linear 
orrelation
• Filter Design
• Transforms: Fourier Transform, Dis
rete Cosine Transform47



• Morphologi
al Operations: Dilation, Erosion, Lookup Table Operations
• Analyzing and Enhan
ing of Images: Histograms, Edges Dete
tion, Intensity Adjust-mentIn this proje
t was 
onsidered the 
apability to use some of these fun
tions into the pro-posed CIP system, in order to make reuse of 
ode, and avoid the time 
onsuming of program-ming. Kennedy et. al. [42℄ analyzed the issue of "
ompiling appli
ations written in s
riptinglanguages (like "MATLAB R©) into highly optimized ma
hine 
ode (C,C++,Java), to ob-tain a huge produ
tivity advantage".Following se
tions in this 
hapter shows three di�erent approa
hes to 
onne
t MATLAB R©with Java.

4.1 Conne
tion with JLabJLab, is a Java library that allows 
alling MATLAB R© from Java 
ode. This library wasdeveloped by Dr. Iain E. Toft [43℄. JLab provides a set of methods to 
ommuni
ate theJava Virtual Ma
hine (JVM) of the Java appli
ation with the JVM of the MATLAB R©Engine. On
e is open the 
onne
tion, an instan
e of the MATLAB R© Engine is 
reated.That instan
e 
ould re
eive MATLAB R© 
ommands through the methods of the JLablibrary. When not any more 
ommands has to entered, it must be 
losed the 
onne
tion.Figure 4.1 illustrates the intera
tion between the two Java Virtual Ma
hines. Figure 4.2shows how is 
oded that intera
tion. 48



Java Virtual 

Machine

(Java Application)

Java Virtual 

Machine

(MATLAB ®)

Open connection

Send commands

Return results

Close connection

Java Virtual 

Machine

(Java Application)

Java Virtual 

Machine

(MATLAB ®)

Open connection

Send commands

Return results

Close connectionFigure 4.1: Intera
tion of the JVM between Java and MATLAB using JLab4.2 Conne
tion with So
kets"A so
ket is one end-point of a two-way 
ommuni
ation link between two programs runningon the network. So
ket 
lasses are used to represent the 
onne
tion between a 
lient programand a server program."[44℄4.3 Conne
tion with JavaBuilderA

ording to the approa
h presented by [42℄, MathWorks released in its last version of
MATLAB R© (R2006b), a new toolbox 
alled javabuilder, whi
h attempts to en
apsulate
MATLAB R© �les into Java 
lasses that 
an be then invoked by a Java appli
ation. Figure4.4 shows an s
reenshot of the environment of this new tool.With this new me
hanism, it is very attra
tive to s
ientists develop its own algorithmsin MATLAB R© without worry about develop it with Java. Java Builder provides all the
apabilities ne
essary to translate the array stru
tures and data types of MATLAB R© toJava. User only have to develop the Java appli
ation that 
alls the Java 
lasses generatedby Java Builder.
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MatlabEngine engine = MatlabEngine.getEngineInstance();

try {

engine.openEngine();

engine.putDoubleMatrix("doubmat", preal);

engine.evalString("imshow(doubmat);");

engine.evalString("imwrite(doubmat,'C:/Hadamard.jpg');");

try {

Thread.sleep(5000);

}

catch(InterruptedException e) {

e.printStackTrace();

}

} 

catch(MatlabEngineException mle) 

{

mle.printStackTrace();

System.out.println(mle);

}

finally

{

try {

engine.closeEngine();

}

catch(MatlabEngineException mle) 

{

mle.printStackTrace();

System.out.println(mle);

System.exit(-1);

}

}Figure 4.2: Code of the intera
tion between Java and MATLAB
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Figure 4.4: S
reenshot of the Javabuilder Deploy Tool
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Chapter 5
WEB-BASED COMPUTATIONALSIGNAL PROCESSING
In Chapter 2 the mathemati
al fundamentals were presented from where the 
omputationalsignal pro
essing system had been built. This 
hapter des
ribes how the mathemati
alstru
tures were implemented over 
omputational stru
tures, using the programming lan-guage Java as tool for the 
oding of the algorithms. Also a theoreti
al ba
kground aboutweb-based appli
ations is presented.5.1 Software Tools used for ImplementationThe implementation of all the 
omponents of the system was done using the programminglanguage Java. It was 
hosen be
ause the following features [45℄:

• It is obje
t-oriented, whi
h means that the programming of the state and behavior of asystem is done by programming the state and behavior of the obje
ts that 
ompoundsthe system.
• It is platform-independent, or 
apable to run on di�erent platforms su
h as Windows,52



Linux, Ma
intosh.
• It is the most 
ommon programming language for web appli
ations, be
ause it is thefoundation of many developing frameworks.Between the several development proje
ts of the Java 
ommunity, there are two impor-tant APIs spe
ialized for treatment of images. The �rst is the Java Advan
ed ImagingAPI. This is a set of interfa
es to manipulate images. The se
ond is Java Image I/OAPI, whi
h provides management of image �les stored in a lo
al �le system or distributeda
ross the network [45℄.Considering that was assumed that the input data are 
omplex signals, it means, ea
hsample is a 
omplex number (formed by a real number and an imaginary number), it wasa
quired an open sour
e library of operations that supports 
omplex numbers, 
alled Flana-gan's Java Library (�anagan.jar), 
reated by Dr. Mi
hael Thomas Flanagan from the Uni-versity College London. Operations in
ludes 
omplex arithmeti
: addition, subtra
tion,multipli
ation, and division. Also in
ludes trigonometri
 operations and spe
ial mathemat-i
al fun
tions.For the implementation of the web environment was 
hosen Java Server Fa
es, mostknown as JSF. JSF is a proje
t from the Java Community Pro
ess [46℄. JSF appli
ationsare standard Java Web Appli
ations, for whi
h JSF de�nes three layers: a 
omponent ar
hi-te
ture whi
h de�nes a 
ommon way to build user interfa
e (UI) widgets, a standard set ofUI widgets (su
h as text boxes, list boxes, tabbed panes, and data grids), and an appli
a-tion infrastru
ture whi
h uses HTTP proto
ol for 
ommuni
ation via the Servlet API, usesJavaServer Pages (JSP) as display te
hnology, and uses JavaBeans for exposing propertiesand event handling [47℄. 53



There exists many distributions of JSF from di�erent 
ompanies su
h as Ora
le, IBM andApa
he Proje
t. In this work the open sour
e implementation of JSF developed by Apa
heProje
t, 
alled MyFa
es was used.Apa
he Tom
at was used as servlet 
ontainer, that is used in the "o�
ial Referen
eImplementation for the Java Servlet and JavaServer Pages te
hnologies, providing an envi-ronment for Java 
ode to run in 
ooperation with a web server". Tom
at is 
ross-platform,running on any operating system that has a Java Runtime Environment.JFree Chart is a free Java 
hart library that makes it easy for developers to displayprofessional quality 
harts in their appli
ations. It 
onsists of an API that supports a widerange of 
hart types, a �exible design that is easy to extend, and targets both server-sideand 
lient-side appli
ations. It is distributed under the terms of the GNU Lesser GeneralPubli
 Li
ense (LGPL), whi
h permits use in proprietary appli
ations.
5.2 Obje
t-Oriented-Based Signal Operator Approa
hObje
t-Oriented programming (OOP) is a programming paradigm that uses "obje
ts" todesign appli
ations. "An obje
t is a kind of self-su�
ient entity that has an internal state(the data it 
ontains) and that 
an respond to messages (
alls to its subroutines). TheOOP approa
h to software engineering is to start by identifying the obje
ts involved in aproblem and the messages that those obje
ts should respond to. The program that resultsis a 
olle
tion of obje
ts, ea
h with its own data and its own set of responsibilities. Theobje
ts intera
t by sending messages to ea
h other" [48℄.Obje
t-Oriented-Based Signal Operator Approa
h (OOSO) is a methodology to model54



aspe
ts of the Computational Information Pro
essing (CIP) Framework, whi
h 
omprisesthe set of inputs, the set of outputs, and the rules of 
omposition.5.2.1 Data Input Stru
turesThe CSP system has two basi
 stru
tures of data input, they are: one-dimensional (1-D)signals of dimension N and two-dimensional (2-D) signals of dimension M × N . A 1-Dsignal is represented mathemati
ally as a sequen
e of samples like this:
x [n] = {x [0] , x [1] , x [2] , . . . , x [N − 1]}Graphi
ally, this sequen
e 
an be seen as 1-D array, or as a ve
tor data stru
ture:

x [0] x [1] x [2] … x [N-1]x [0] x [1] x [2] … x [N-1]x [n] = n= {0,1,2,…N-1}, n Є zNFigure 5.1: 1-D signal represented as ve
torA 2-D signal is represented mathemati
ally as a matrix of samples like this:
x [nx, ny] =
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Graphi
ally, this 
an be seen as a 2-D array data stru
ture as is presented in Figure 5.2.Making an extension to OOP, both the 1-D and the 2-D signals represent ea
h one a55



x [0,0] x [0,1] x [0,2] … x [0,M-1]x [0,0] x [0,1] x [0,2] … x [0,M-1]
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x [nx,ny] =

nx = {0,1,2,…N-1}, nx Є zN

ny = {0,1,2,…M-1}, ny Є zM

nx = {0,1,2,…N-1}, nx Є zN

ny = {0,1,2,…M-1}, ny Є zMFigure 5.2: 2-D signal represented as matrix
lass with its own attributes and methods. Figure 5.3 illustrates the attributes that identifyea
h 
lass.For 1-D signals the 
lass has been 
alled Signal. The attribute 
omplexSignal of typeComplex[℄ is a ve
tor that 
ontains the 
omplex samples read from the data �le. If the dataare just real numbers (R), the imaginary part of ea
h sample of the 
omplex array is set tozero. Ea
h element of the array is an obje
t of the 
lass Complex from the Flanagan's jarlibrary. Figure 5.4 shows the 
lass diagram of the Complex 
lass. For ea
h loaded signalthere is a List of all the transformations resulting from the a
tion of the operators over thesignal. This list is represented by the attribute transformedList of the Signal 
lass.The 
lass of 2-D signals has been 
alled ImageJCID. The attribute of type RenderedImagerepresent the image as a grid of pixels. Images in format .jpg, .gif, .bmp, and .ti� are easilyloaded in this type of data. With this representation is possible to get the values of the pixelsas 2-D arrays, with int data type or as a matrix of 
omplex numbers of type Complex[℄[℄.As in the 1-D 
ase, ea
h image has its 
orresponding List of images that result of the a
tion56
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lass
5.2.2 Operator Stru
turesOperators are systems able to transform an input signal to produ
e an output signal. Forthe CIP, they were 
lassi�ed in unary operators and binary operators. Unary operators takeonly one signal on the input and produ
e one signal on the output, while binary operatorstake two signals on the input and produ
e one signal on the output. Figure 5.5 shows anexample of an unary operator like the Dis
rete Fourier Transform, and an example of abinary operator like the addition. 57



FFT SUMFFT SUM

a) Unary Operator b) Binary OperatorFigure 5.5: Example of Unary and Binary OperatorsSu
h distin
tion of unary and binary operators apply to both 1-D signals and 2-D signals.Figure 5.6 is the 
lass diagram for both kind of operators. The set of implemented operatorsis 
lassi�ed in operators to transform 1-D signals, 
alled OneDimOperators, and operators totransform 2-D signals 
alled TwoDimOperators. Ea
h division is 
lassi�ed in UnaryOperatorand BinaryOperator, whi
h in turn, are 
omposed by all the di�erent operators that �t toea
h 
ategory.Now, in Figure 5.7 it 
an be seen the relationship of transformation of the Operators
lasses over the Signal 
lasses.
5.3 Web Appli
ation Ar
hite
tureA web appli
ation 
ould be de�ned as a web system where user input (navigation and datainput) a�e
ts the state of the logi
 of the system. The basi
 ar
hite
ture of a web appli
ationin
ludes browsers, a network, and a web server. In referen
e [49℄, Jim Conallen states alsothat "a web appli
ation uses a web site as the front end to a more typi
al appli
ation".58
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a) Class Diagram for 1-D Operators b) Class Diagram for 2-D OperatorsFigure 5.6: Class Diagrams for Operators
Figure 5.8 shows the relationship between the main 
omponents of a web appli
ation.

The 
onne
tion between the 
lient and server only exists during a page request. On
e therequest is 
omplete, the 
onne
tion is broken. All the a
tivity on the server o

urs duringthe page request [49℄.
The 
lient/server ar
hite
ture has been one of the most used network ar
hite
tures tobuild web appli
ations. In this ar
hite
ture, the 
lient is the requester of servi
es and theserver is the provider of su
h servi
es. The 
lient 
ould be interpreted as a desktop ap-pli
ation installed on a several number of workstations, whi
h make requests to a singleappli
ation installed on the server. This kind of intera
tion is known as two-tiered ar
hite
-ture. 59
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tion of Operators over Signals5.4 Multitiered Appli
ationsThough many variations are possible, a web appli
ation is 
ommonly stru
tured as a three-tiered appli
ation, whi
h is the most 
ommon example of multi-tier ar
hite
ture. In its most
ommon form, a web browser is the �rst tier, an engine 
reated using some dynami
 web
ontent te
hnology (e.g., CGI, PHP, Java Servlets or A
tive Server Pages) is the middle tier,and a database is the third tier. The web browser sends requests to the middle tier, whi
hservi
es them by making queries and updates against the database and generating a userinterfa
e. Figure 5.9 shows the intera
tion between the three elements of this ar
hite
ture.In three-tier appli
ations the Presentation tier never 
ommuni
ates dire
tly with theData tier. Additional to this 
on�guration, another 
omponent has been added by theModel-View-Controller (MVC) design pattern. This pattern insert an intermediate60
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Figure 5.8: Components of a Web Appli
ation
omponent 
alled the 
ontroller, whi
h is between the Presentation tier and the Logi
 tier.The fun
tion of the 
ontroller is to pro
ess and respond to events, typi
ally user a
tions, andinvoke 
hanges on the model [50℄. Figure 5.10 illustrates the standard Model-View-ControllerAr
hite
ture.In se
tion 5.1 was explained that JavaServer Fa
es was 
hosen to implement this ar
hi-te
ture for the web-based 
omputational signal pro
essing. This development frameworkuses also the J2EE (Java Platform, Enterprise Edition) framework of Java Sun Mi-
rosystems. "The J2EE platform o�ers a multitiered distributed appli
ation model, reusable
omponents, a uni�ed se
urity model, �exible transa
tion 
ontrol, and web servi
es supportthrough integrated data inter
hange on Extensible Markup Language (XML)-based openstandards and proto
ols" [50℄.In the 
ontext of the web-based 
omputational signal pro
essing system, the basi
 stru
-tures of the set of multidimensional signals and the set of implemented operators reside inthe Model tier of the MVC model. They are invoked by the Fa
esServeletContext instan
eof the Controller tier. Next 
hapter explains in more detail how was developed ea
h one ofthe modules that 
ompose the environment.
61
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Chapter 6
JCID: JAVA COMPUTATIONALIMAGE DEVELOPER
In order to demonstrate the fun
tionality of the theory presented in the two last 
hapters,it was ne
essary to implement an appli
ation that 
ould help to s
ientists that work withmultidimensional signals. This appli
ation was named JCID: Java Computational Im-age Developer. In �rst instan
e, it was thought that this tool would pro
ess only 2-Dsignals, spe
i�
ally signals that 
ould be represented as images, but in an advan
ed stage ofthe development of the proje
t, it was 
onsidered the alternative to pro
ess also 1-D signals,sin
e some raw data 
ould be available to the resear
h group.This appli
ation is part of the general proje
t "WALSAIP: Wide Area Large S
aleAutomated Information Pro
essing" of the Institute for Computing and Informati
sStudies of the Department of Ele
tri
al and Computer Engineering. In this proje
t parti
i-pate the following resear
h groups:

• Advan
ed Data Management Group (ADMG)
• Automated Information Pro
essing Group (AIPG)63



• Human Computer Interfa
es Group (HCIG)
• Hydro-E
ologi
al Resear
h Group (HERG)
• Network Communi
ation Infrastru
ture Group (NCIG)
• Parallel and Distributed Computing Group (PDCG)
This proje
t have the following te
hnologi
al infrastru
ture, 
omposed by a set of 7servers, ea
h one with 28 disks of 300 Gigabytes. Ea
h one of the resear
h groups have oneof the servers. The infrastru
ture belongs to the network 
ore of INEL/ICOM department,whi
h a
ts as an intermediate between the internal network and the exterior world (Internetand another dependen
ies of the UPRM). Figure 6.1 is an s
heme of this infrastru
ture.
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t64



The WALSAIP proje
t has an agreement with the Jobos Bay Reserve, a dependen
y ofNOAA lo
ated in the muni
ipality of Salinas in Puerto Ri
o, dedi
ated to the monitoring ofthe hydrologi
al and e
ologi
al fa
tors of the 
oastal zone. In that reserve had been set someenvironmental sensors that are 
olle
ting information whi
h is being stored in a database.Figure 6.2 shows a photography of the area of the Jobos Bay.

Figure 6.2: Jobos Bay ReserveThe development of the appli
ation was done in two phases: �rst was developed a stand-alone version in order to make a "prove of 
on
ept" of the implemented operators and theintegration in a graphi
al user interfa
e. The se
ond phase was the implementation as webappli
ation making use of the network infrastru
ture des
ribed above.In the design of the appli
ation was taking into a

ount some rules of Usability Engi-neering and Human Computer Intera
tion in order to provide a user friendly interfa
e thatfa
ilitates the work of the s
ientists. Figure 6.3 is an s
reenshot of the graphi
al user inter-fa
e of JCID. 65



Figure 6.3: Graphi
al User Interfa
e of JCIDIn the menu bar of JCID appears the available operators to pro
ess the signals. Thisoperators were 
lassi�ed by the type of fun
tionality, for instan
e, to perform arithmeti
 op-erations over the signals, there is a menu of arithmeti
 operators, like addition, substra
tion,multipli
ation, division, exponential and logarithmi
. If user is working with an image andwants to enhan
e that image, there is a menu of �ltering operators, like edges dete
tion, lowpass �lter, high pass �lter, et
.User 
an apply a sequen
e of operators over the signal, and after get an optimal result,that sequen
e 
an be en
apsulated in a new operator, in order to avoid the repetition of stepsin another session. This helps to user make a repository of his/her own operators. Figure6.4 illustrates how is presented the sequen
e of a
tions to the user.In the right panel of the �gure appears the sequen
e of operators represented as thumb-nails of the obtained results. At the end of the sequen
e there is a 
ommand button toexe
ute the en
apsulation of the sequen
e. In Figure 6.5 
an be seen the window dialogs66



Figure 6.4: En
apsulation of Operatorswhere appears the list of operators that user wants to en
apsulate, and a small editor if theuser wants to add more fun
tionalities to the new operator.

Figure 6.5: Edition and Compilation of new OperatorsThe operators of Dilation and Erosion of images that appears in the Morphologi
al Oper-ators menu were implemented using the 
onne
tion between MATLAB R© and Java using67



the JLab library, whi
h was des
ribed in se
tion 3.2. The operator of the Short Time FourierTransform (STFT) was also deployed with the Javabuilder toolbox. This was made by usinga trial version of the toolbox. When the li
ense of the toolbox 
ould be a
quired, it 
ouldbe implemented more operators for future versions of the appli
ation.Between another fun
tionalities of JCID, there is an interfa
e to 
onne
t to the databasethat 
olle
ts the data from the sensors. This interfa
e helps to make queries a

ording tothe time interval the user wants to analyze. Results of the queries are stored in �les of dataand metadata. Data �les 
ontain the measures of the sensors, and metadata �les 
ontainthe information related to the sensor, its lo
ation, and the settings for the sampling of thedata. Figure 6.6 shows an sreenshot of the interfa
e.

Figure 6.6: Conne
tion with the sensors DatabaseSin
e was 
onsidered that user 
ould have data �les in another servers o workstations inthe network, into JCID was integrated an open sour
e appli
ation that allows to open an68



FTP 
onne
tion. This appli
ation is 
alled J-FTP developed by JMethods In
. Figure 6.7is an s
reenshot of J-FTP.

Figure 6.7: FTP 
onne
tion using J-FTPThe web version of JCID has been deployed in the WALSAIP server of the proje
t. It
ontains the same fun
tionalities that were developed in the stand-alone version. In orderto 
onserve the same graphi
al 
on�guration of the stand-alone, the user interfa
e of theweb version was 
oded with JavaServer Fa
es using the tag libraries released in the MyFa
esdistribuition of Apa
he Proje
t. Figure 6.8 is a display of the web version.
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Figure 6.8: Graphi
al User Interfa
e of Web-JCID
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Chapter 7
CONCLUSIONS AND FUTUREWORK
7.1 Con
lusionsThe Computational Signal Pro
essing Environment has been designed to be a useful tool forgeologists, hydrologists, and s
ientists in related areas. It provides a friendly a

ess to basi
and advan
e operators, with en
apsulation 
apabilities.One of the most important features of the environment is the portability o�ered by Javaimplementation, that also fa
ilitates the availability to deploy the sour
e 
ode for potentialusers and developers.Integration of Java with s
ripting languages like MATLAB R© enhan
e the time 
on-suming in 
oding and provides a better tool for s
ientists who does not have experien
e inprogramming languages. 71



7.2 Future WorkIn order to 
ontribute to 
reate a 
ommunity for web-based signal pro
essing, it is takinginto a

ount the possibility to distribute the appli
ation to di�erent nodes that belongsto the proje
t PlanetLab, whi
h is a 
onsortium of a
ademi
, industrial, and governmentinstitutions to share resour
es to pro
ess large amounts of data [51℄.

Figure 7.1: PlanetLab Home PageGENI is another proje
t where 
ould be demonstrated the utility of JCID. GENI is aproje
t of the National S
ien
e Foundation whose goal is obtain a global 
ommuni
ationsnetwork [52℄.Other enhan
ement that 
ould be done on JCID is to add 
apabilities to integrate withGIS tools, in order to pro
ess georeferen
ed data that is widely used by hydrologists.
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Figure 7.2: GENI Proje
t Home Page73
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