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ABSTRACT

This research work presents the application of tD#ferential Evolution
Optimization Algorithm for solving various complgower systems problems: Reactive
Power Planning, Congestion Management in RestredtuPower Systems, State
Estimation with Phasor Measurement Units and widhdlity and Inequality Constraints,
and Intelligent Power Routers Based Controllecdhidilag Scheme.

Due to their non-continuous, non-differentiable dnghly nonlinear nature; these
problems are difficult or impossible to solve usitige main classical optimization
techniques. In order to show the flexibility angbgability of the Differential Evolution
algorithm for solving these complex problems, theppsed solution methodologies were
tested and validated through standard test systethssatisfactory results. The solutions
obtained were compared with those obtained by meain®ther traditional and
evolutionary optimization techniques availablehe titerature reviewed.

Finally, we provide specific recommendations regaydo the correct adjustment of
the Differential Evolution control parameters, whimay lead to very successful results

in complex and large scale optimization problems reasonable computational time.
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RESUMEN

Este trabajo de investigacion presenta la aplicadiél Algoritmo de Optimizacion
Evolucion Diferencial (“Differential Evolution”) pa resolver varios problemas
complejos de sistemas de potencia: Planeacion @putenla Potencia Reactiva, Manejo
de la Congestion en Sistemas de Potencia Desreguldfstimacion de Estados
utilizando Mediciéon de Fasores Sincronizados y destricciones de Igualdad y
Desigualdad, y el Desarrollo de Esquemas de Islastr@adas basados en los
Enrutadores Inteligentes de Potencia (“Intelligéotver Routers”).

Debido a su naturaleza no-continua, no-difereneigblaltamente no lineal; estos
problemas son dificiles o imposible de resolverndsalas técnicas de optimizacion
convencionales. Con el objetivo de mostrar la aplldad y flexibilidad del algoritmo
de Evolucion Diferencial para resolver estos pnolsle complejos, los esquemas de
solucion propuestos fueron probados y validadaoawes$ de sistemas de prueba estandar
con muy buenos resultados. Las soluciones obtersdasompararon con aquellas
obtenidas mediante otras técnicas de optimizacasiicionales y evolutivas.

Finalmente, proveemos recomendaciones especifidas &l ajuste correcto de los
parametros de control del algoritmo de Evoluciofei@incial, los cuales podrian influir
en la obtencion de resultados satisfactorios ebl@nmas de optimizaciéon complejos y de

gran escala, en un tiempo computacional razonable.
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: the buses candidates for installing new reagieer sources
. per unit energy cost ($/p.u. MWh) witg, =100 MVA

: duration of load levelh)

: conductance of the brangh(p.u.)

: Voltage magnitude at the bugp.u.)

: Voltage angle difference between bwasd bug (rad)

: fixed reactive power source installation codbasi ($)

: reactive power source purchase cost at {H8VIVAR)

: reactive power source installation at bsVAR)

. set of buses adjacent to buscluding the bus

: number of PQ-buses, which are buses with conBtandQ injections
: number of generator buses

: number of tap-setting transformer branches

: number of buses of the system

: number of buses of the system, excluding thekdbais

. real and reactive power powers, respectivelyedtgd to the network at

the bud (p.u)
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g h

. transference conductance and susceptance, regbgcbetween buseis
andj (p.u)

. self conductance and susceptance, respectivighyso (p.u)

: real and reactive power generation at ib{esu), respectively

. transformer tap setting of brankiip.u.)

: weight factor

: scaling factor

. set of control variables, i.e., active power etgrator and load buses

: set of dependent variables

: desired value af

. constant matrix reflecting curtailment strategissd by market
participants

. diagonal matrix whose elements are the “willingg&o pay” charges to
avoid curtailment

. set of systems operation constraints, includysjem power flow
equations, line flow limits and power balance coaiats

. active power injected at bus

. active power extracted at bus
: pool power injected at bus

: pool power extracted at bys

: pool generation cost at bus

XX
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Ng, Np

aGi’hSi’CGi

aDj'bDj’CDj

WMik

0
I:)Mik

- bid price of pool demand at bus

: set of generators and loads, respectively

. quadratic, linear and non load cost coefficienitsa pool generator bid
price at bus.

. quadratic, linear and non load cost coefficieotsa pool demand bid
price at bug.

. power injected at busunder transactioi,
: power extracted at byisinder transactioil,
. power loss compensation at bus

: K" bilateral/multilateral transaction

. set of generator buses

: set of load buses

: total number of bilateral/multilateral transaciso

> willingness to pay factor to avoid curtailment the pool contract
. preferred schedule for pool demand at jous

> willingness to pay factor to avoid curtailmentaof individual contract
{ PBij' DBji}
: desired value of;

: willingness to pay factor to avoid curtailmentdfmultilateral contract

: desired value oB,

XXi
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X : vector of unknown values to be estimated
m : number of independent measurements
o’ : variance of thé" measurement
Z : i"™ measurement value
h (x) : function used to calculate the estimated valutaei” measurement
vV, d . voltage magnitude and phase angle atibus
9 : phase angle difference between busaw]
G, + JB, 1 ij™ element of the complex bus admittance matrix
g, + ib, . admittance of the series branch connecting bused,
g, + i . admittance of the shunt branch connected at bus
Ng : total number of buses of the system being studied
R.Q : real and reactive power flow through iff branch
P.Q  real and reactive power injected at ifidus
\ : voltage magnitude at the bus
) . direct angle measure with PMU at the bus
o) : reference measurement

z - i" unconstrained measurement

XXil



z : vector of equality constrained measurements

z,,2, : vector of lower and upper limits, respectivelf/jreequality constrained
measurements

g(x) : nonlinear function vector corresponding to egyalonstrained measures

f(X) : nonlinear function vector corresponding to indigy&onstrained
measures

N, : number of voltage measurements

N, : number of angle measurements

Npmj, NQW_ : number of real and reactive power injection measents

b No number of real and reactive power flow measurdmen

meas es : measured and estimated value forithmeasurement data

M, :i" measured value

T - i true value

o, : standard deviation corresponding to itAeneasured value

v, : random number normally distributed with zero maad standard
deviation one

E 1 i"™ estimated value

T - i" true value

N, : number of measures

CHAPTER 6

) : rotor angle of th&" machine in radians

XXiii



: angular velocity of thé" machine in radians/sec

), : reference speed in radians/seg € 377 rad/se)

H > inertia constant in MW.s/MVA

P, : mechanical power input of th® machine, in p.u.

P, : electric power output of th& machine, in p.u.

D, : damping factor of thé" machine proportional to the speed deviation, in

p.u./rad/sec.

\/ . constant voltage behind the direct axis trangieattance in p.u.
G, B - ij™ real and imaginary entries of thg, , matrix

J 104

Pén : power generated by tmf' generator that belong to tH&group
p : power demanded by th& load that belong to th& group

R : residual matrix which represents the link betwgengenerators and

loads of thé™ group

m,n . subscripts used for generating buses

k : subscript used for load buses

L : set of load buses that belong to ffigroup

G' : set of generating buses that belong toi'thgroup

Al : set of load and generating buses that belonigetdtgroup
Z .o : measured apparent impedance

R.Q : real and reactive power flow through it branch
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. coefficients of the polynomial load model

XXV



CHAPTER 1
INTRODUCTION

Power engineering, the oldest and most traditiosfalthe various areas within
electrical engineering, is currently undergoing there dramatic revolution in both
technology and industry restructuring. One of thestnimpressive areas of technical
improvement over the past twenty years has beemdkient of powerful and practical
numerical optimization methods for power systemimegring and operation, methods
that ensure optimal power systems performance ith loperation and economics,
providing electricity to the costumers in a relgldecure and economic way.

However, as a consequence of the structural changdé® electric power industry,
the incorporation of optimization methods in theid®n-making process has become
inevitable. Moreover, the industry restructuringtraduces a wide range of new
optimization tasks characterized by their compiexdnd the amount of variables
involved in the optimization process. In some insts, the solution of these
multidimensional problems by means of classicalnogition techniques is difficult or
even impossible. To deal with these types of o@aton problems, a special class of
searching algorithm, the evolutionary algorithmasglk, have received increased attention
regarding to their potential as optimization tecjuss to solve complex problems.

Evolutionary Algorithms (EAS) are stochastic optzation techniques based on the
principles of evolutionary theory. The field ofvestigation that covers these algorithms
is known as Evolutionary Computation (EC). Thelg@dthms simulate the evolution of

individual structures in order to find optimal stuns.



All Evolutionary Algorithms have certain points @@ammon: a randomly initialized
population of individuals (points of the search @@aevolves based on the Darwinian
principle of the survival of the fittest. At evegeneration, new individuals are created
using genetics operations such as mutation angaves. The probability of survival of
the new solutions generated depends on their fitfleew well they perform in the
objective function of the optimization problem amnldl): the best individuals survive and
the worst are rapidly discarded. Some of the magiufar evolutionary computation
techniques currently being used are: genetic dlgos, evolutionary programming,
evolution strategies, tabu search and ant colotiyndgation.

Evolutionary algorithms have been applied succdlgsfo many complex problems
in the field of industrial and operational enginegr In power systems, well known
applications include thermal unit commitment, hytesmal coordination, economic
dispatch, load forecasting, reliability studies amadous resources allocation problems.

Differential Evolution (DE) is a simple and extremepowerful evolutionary
computation technique that solves real-valued gmilbased on the principles of natural
evolution. DE uses a population of floating paemicoded individuals and the operators
of mutation, crossover and selection to explore dbkition space in search of global
optima. Each individual, or candidate solution,aisvector that contains as many
parameters as the problem dimension.

As a robust optimization tool we propose to use tmovel technique for solving
various complex power systems problems includiegctive power planning, congestion

management in restructured power systems, stateatsin and controlled islanding.



1.1 TOPIC OF THE THESIS

The topic of this thesis is “Applications of thefl@rential Evolution Optimization
Algorithm in Power Systems Planning, Operation @aatrol.” This research covers four
different problems of three different areas of powgstems: planning, operation and
control. Table 1.1 presents a brief descriptiorthef problems covered in this work as

well as the main classical approach used for sglthiem traditionally.

1.2 OBJECTIVES AND CONTRIBUTION

The objective of the present research is to us®tfierential Evolution algorithm to
solve various complex power systems optimizatiombjms. Due to their non-
continuous, non-differentiable and highly nonlineature; these problems are difficult or
impossible to solve using the main classical oation techniques.

To show the effectiveness, flexibility, and appligy of the DE algorithm solving
these power systems problems, the results obtam#dbe compared with results
obtained by means of other traditional and evoh&ry optimization techniques reported
in the literature. Based on the result obtainethecase studies, the optimal selection of

the control parameters of the algorithm will beposed.
The specific objectives of this work are:

1. To analyze and solve complex power systems optimizaproblems with
different objective functions and constraints whiakiolves discontinuities and

increase the degree of difficulty for obtainingiopl solutions.

2. To develop a solution methodology for solving theseplex problems by using

the Differential Evolution optimization algorithm.



3. To compare the results obtained using DE with thaigained by means of other

classical and evolutionary optimization algorithms.

4. To estimate the potential of the DE algorithm fdtasning optimal solutions in
the case studies in terms of the variability of sb&itions, convergence rate of the

algorithm and computational requirements.

5. To evaluate the tradeoff associated with the anjast of the control parameters

of the algorithm.

6. To organize the system data and the results olotamerder to facilitate future

research in the evolutionary computation field.

7. To present specific recommendations regarding ® plrformance and the

adjustment of the control parameter of the algarith

The main contribution of this thesis is the applma of modern optimization
techniques for solving complex power systems probléhat had not previously being

addressed with the Differential Evolution optiminatalgorithm.



TABLE 1.1
POWER SYSTEMS PROBLEMS TOBE ADDRESSED IN THISWORK

Applications of the Differential Evolution Optimization Algorithm in Power Systems Planning, Operatia and Control

Power System Planning

Problem

Control Variables Types

Objective

Main Claakispproach

A. Reactive Power Planning

Mixed-Integer

Minimize the real power losses 3

well as the allocation costs of ne
reactive power sources

SInterior Point methods, Newton afd
Quasi Newton based methods.

=

Power System Operation

Problem

Control Variables Types

Objective

Main Claakispproach

B. Congestion Management in

Minimize the amount of transaction

rescheduled by the Independen

t Quadratric Programming, Newtop

C.2 Contrained WLS State
Estimation

current operating state of the syst

Restructured Power Systems Continuous System Operator in deregulated and Quasi Newton based methodis.
power systems.
C.1 State Estimation with Phasor Welghted I__east Squares metho
. using Gradient and Newton basgd
Measurement Units . . .
. Perform a reliable estimation of the methods.
Continuous

oM .
Penalty, Barrier and Augmented
Lagrangian methods.

Power System Control

Problem

Control Variables Types

Objective

Main Claakispproach

D. Controlled System Separation

Integer

Develop the best strategy to divid
power system into several “smal
islands”, minimizing the real powe
imbalance within the islands.

Ia & 0OBDD*, BFS Graph Theory,

lrSpectraI Methods, Minimal Cutsets
Graphs.

* Ordered Binary Decision Diagrams



1.3 THESIS OUTLINE

The present work is organized as follows: An intrcitbn of the thesis is provided in
Chapter 1, in conjunction with the research obyestiand scope. Chapter 2 presents an
overview of the Differential Evolution algorithms avell as its implementation for the
solution of different problems. Chapters 3-6 ddmerithe application of DE for the
solution of the problems addressed in this workosEhchapters also provide: a general
description of the problems, their mathematicairfolation, the DE model used for solve
them, the results of the different case studieswel as the discussion of the results
obtained. Finally, Chapter 7 presents the genearatlasions and recommendations for

future work.



CHAPTER 2
DIFFERENTIAL EVOLUTION

2.1 EVOLUTIONARY COMPUTATION TECHNIQUES

In many engineering disciplines a large spectruroptimization problems has grown
in size and complexity. In some instances, the temluto complex multidimensional
problems by using classical optimization techniquessometimes difficult and/or
computationally expensive. This realization hasti®dn increased interest in a special
class of searching algorithms: the evolutionarpatgms (EAS).

In general, these are referred to as “stochastptinmozation techniques and their
foundations lie in the evolutionary patterns obednin living things. The field of
investigation that concerns all evolutionary alguoris is known as evolutionary
computation. An evolutionary algorithm searchestf@ solution based in a population
of individuals that evolve over a number of generst motivated in the Darwinian
principle of survival of the fittest. Through coompgon and competition among the
population, population based optimization approaadfeen can find very good solutions
efficiently and effectively [1]. In this area of search there exist several primary
branches:

1. Genetics Algorithms (GA)
2. Evolutionary Programming (EP)
3. Evolution Strategies (ES)
Most of these methods have in common certain pt@sef2]. One of these

similarities is that they work with a population sdlutions, instead of one solution in



each iteration. By starting with a random set disons, an EA modifies the current
population to a different population in each itemat This feature provides to the EA the
ability to capture multiple optimal solutions inesingle simulation run.

Another common property is that they all simulateletion by one or more of these
three processes: Selection, Mutation, and Recortibiméalso known as Crossover). The
selection process is applied in order to determihih individuals are kept for the next
generation according to their fitness. The mutatiperator allows for some attributes to
be changed occasionally. The recombination orsoner process takes the attributes of
two or more individuals and combines them in otdecreate a new individual. The type
of genetic operator and the way these operatorsimmptiemented can be different,
depending on the evolutionary computation technighieh is used.

An important feature of the EAs is that they do mee any gradient information
performing the above operations. This property mdkas flexible enough to be used in
a wide variety of problems domains as: highly noséir, mixed-integer and non-
continuous spaces. As they operators use stochasticiples, the EAs do not assume
any particular structure of a problem to be solved.

There are some advantages to using evolutionaoyiddgs [3]:

» As explained previously, the EAs have the abildyhiandle non-differentiable,
non linear and multimodal functions because theypatouse gradient information
in the optimization process.

» They are well adapted to distributed or parallgbliementations. This is important
for computationally demanding optimizations whdog,example, one evaluation

of the objective function might take from minutediours.



» Ease of use, i.e. few control parameters to staamization. These variables
should also be robust and easy to choose.
» Good convergence properties, i.e. consistent cgewnee to the global minimum
in consecutive independent trials.
Evolutionary computation techniques have been tmeskeveral applications in
power systems. Generation planning, network plagninit commitment, and economic

dispatch among others are just some of these apipins [4]-[6].

2.2 DIFFERENTIAL EVOLUTION

Differential Evolution (DE) is an extremely powelrfaptimization algorithm that
solves real-valued problems based on the principfegsatural evolution. As other
evolutionary computation techniques, DE uses a ladipn of floating point encoded
individuals and mutation, crossover and selectiparators to explore the solution space
in search of global optima [3].

The general scheme of the DE method is quite sintidaothers evolutionary

algorithms. At every generatioB, DE maintains a populatiof®® of N, vectors of

candidate solutions to the problem, which evolweulghout the optimization process to

find global solutions:

PO = X(®,.. X | (2.1)

The population sizé\ /, does not change during the optimization process.

The dimension of each vector of candidate solutmorsespond to the number of the

decision parameters, D, to be optimized. Therefore,
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X© =[X9,..%0] , i=1..N, (2.2)

The optimization process is conducted by mean$irelet main operations: mutation,
crossover and selection. Once every generatiorf) pacameter vector of the current
population becomes a target vector. For each targetor, the mutation operation
produces a new parameter vector (called mutantoxecby adding the weighted
difference between two randomly chosen vectors tthia (also randomly chosen)
vector. The crossover operation generates a networv@be trial vector), by mixing the
parameters of the mutant vector with those of #nget vector. If the trial vector obtains
a better fitness value than the target vector, thertrial vector replaces the target vector

in the following generation.

2.2.1 General Optimization Process of the DifferemtEvolution Algorithm

The Differential Evolution optimization process t®nducted by means of the

following operations:

2.2.1 A: Initialization

In order to establish a starting point for the oyziation process, an initial population
must be created. Typically, each decision paramigteevery vector of the initial
population is assigned a randomly chosen value fiothin its corresponding feasible

bounds:

Xl(?) — ijin +/7j ()gmax_ )ﬁmin)' i=1|---)N) , j: LD (23)
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where 77, denotes a uniformly distributed random number ketwa range [0,1],

generated anew for each decision parametéf™* and ij‘” are the upper and lower

bound for thg™ decision parameter, respectively.
After that the initial population is created, itadves through the operation of

mutation, crossover and selection.

2.2.1 B: Mutation

Mutation generally refers to an operation that addsero-mean random variable to
one or more vector parameters. Unlike other EAffeBntial Evolution does not use a
predefined probability density functions (i.e., Gsian, Cauchy) to generate perturbing
fluctuations. Instead, DE relies upon the poputatitself to supply increments of the
appropriate magnitude and orientation. The purp®se introduce supply increments for
each population member of the appropriate magniéndieorientation [7].

At every generatiois, each vector in the population has to serve orteeget vector.
. : L
For each target vectoX!®, a mutant vectorX® :[leiG),...,XD(iG’] is generated
according to:

X© =X +F (X -x ) (2.4)

where X©

© 7 X© and X® are randomly chosen vectors from the %ﬂt..,Np},
mutually different and different to the target \@ctlt is interesting to note that the
indexesa, b, c must be generated anew for each individual opthgulation.F is a user-

defined constant (also known mutation scaling fgctehich is typically chosen from the

range (0,2] [3]. Figure 2.1 shows a two dimensiample which plays a part in the
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generation of the mutant vectot® . If the mutation process causes a parameter to

violate it feasible bounds, the value of the paramis generated anew using (2.3).

_—

Minimum

v

Figure 2.1: Example of Two-Dimensional Cost Functio and the Process of
Generating X©

2.2.1 C: Crossover

In order to increase the diversity of the perturlpedameter vectors, the crossover
operation is introduced. To the end, the trial geck® :[X;SG),...,XS?T is created

by mixing the parameter of the parent vecxdf’ and the mutant vectok® by means

of a series of D-1 binomial experiments in the form

X if o< or j =
x"j<G>:{ ! = e i=1.N,, j= 1.D (2.5)

X‘j‘f) otherwise

where /7'1. is an uniformly distributed random number withiretrange [0,1), generated

anew for each valug C; is known as a crossover rate constant and iseadedined
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parameter within the range [0,1]. The indgis randomly chosen from the s{dI,D}

which is used to ensure thx{'® get a least one parameter frokf® . Figure 2.2 gives

an example of the crossover mechanism for 7-diroeasivector.

Parent Vector Trial Vector Mutant Vector
xi(G) X'i‘(G) X;(G)

n <C

j=1 «—
2 >

3 P < Cy

A . n,<Cq
5 n
6 —>

- P ;=G

Figure 2.2: Crossover Process for a 7-Dimensionalé¢tor.

2.2.1 D: Selection

To decide whether or not it should become a merab#re next generation, the trial
vector X:(® is compared to the target vector® using a greedy criterion. The best
individual is allowed to advance to the next getiera That is,

X i X 9)s KO
xi(G+1)={| X< 1K ), i=1..N, (2.6)

X©  otherwise

By using this selection procedure, all individuafghe next generation are as good as or

better than the individuals of the current popolati
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2.2.2 General DE Algorithm
Initialize the populatiorP® =[x§°),...,xgﬂ using:
xj(fi)) - ijin +,7j (ijax_ )Smin)’ i= 1’---’N , j=1,..D

Repeat until a stop criteria is satisfied

A. Mutation Step:

X© :XgG)+F(X§)G) -X ff’) wherea, b, c,i O {1,...,Np} and az b# c# |

B. Crossover Step:

" X© if p o< or j=q
Xf?)= I, ] _CR , i=L.N,, j=1.D
’ X(fi’) otherwise
C. Selection Step:
e Xt f(><}"G’)sf(X§G))’ 1N
' X otherwise P

Increase the iteration count

End Repeat

2.2.3 Other Variants of the DE Algorithm
The previous scheme is not the only variant of bfealgorithm which has proven
useful. In order to classify the different varigntise notationDE/x/y/z is introduced,

where:
X specifies the vector to be mutated which currecaly be “rand” (a randomly chose

population vector) or “best” (the vector with betperformance in the objective

function).
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y is the number of different vector used.
z denotes de crossover scheme, which could be “bmbihomial experiments or
“exp” for higher order exponential experiments.
Using this notation, the basic DE-strategy desdripeeviously is DE/rand/1/bin.
Nevertheless, one highly beneficial method thatedess special mention is the

DE/best/2/bin, where:

X =X+ F (X +X (& X (9 X (9) @.7)
and all of these vector are mutually different. sTetrategy dramatically improves the
convergence rate of the algorithm. However, in imdtlal problems, this strategy could

lead to premature convergence of the algorithm.

2.2.4 Constraint Handling Techniques

In the canonical form, Differential Evolution, ather evolutionary algorithms, was
conceived to solve unconstrained optimization potd only. However, almost all
problems in engineering (and in the real life) @wastrained ones. To solve this dilemma
a wide variety of constraint handling methods haeen proposed in the field of the
evolutionary computation techniques.

Michalewicz and Schoenauer [8] have classified ¢bastraint handling methods
applied with evolutionary algorithms into four cgoeies:

1. Methods based on preserving feasibility of solugion

2. Methods based on penalty functions.

3. Methods which make a clear distinction between ifg@asand unfeasible
solutions.

4. Hybrids methods.
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In general, the first two categories are undoulptéiak most widely applied with all
types of nonlinear optimization algorithms, whikeetremaining two categories include a
wide variety of less frequently applied approachdse methods to be addressed in this
work uses two main approaches depending of the dfpenstraints involved: boundary
operator for boundary constraints and penalty fonstapplied to equality and inequality

constraints.

2.2.4 A: Boundary Constraints

In boundary constrained problems, it is essentiarisure that parameter values lies
inside their allowed ranges after the mutation apen. A simple way to guarantee this is
to replace parameter values that violate boundamystcaints with random values
generated within the feasible range:
©) _ X +”J(ijax_xjmm)' it XF)< X™ or X©'> X
" _{XJ@ otherwise (2.8)

where i=1,.N, ,j= 1.D

Another method for keeping trial vectors within ithé@ounds is to adjust the
parameter that exceeds a feasible bound to thespwnding violated bound. However,
the deterministic approach of this method contrests the stochastic nature of the EAs.
Also some alternative approaches for handling bagnaonstraints can be found in

literature [9].
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2.2.4 B: Penalty Functions

A general constrained optimization problem can &ned as:

min f ()

st. g(x)=0 Oin{ 1,.m
h(x)< 0 0jo{ 1,.r} (29)
X" <% < %™ OkO{1..D0

This problem could be modified adding penalty fumts to the original formulation.

The function that has to be optimized is the figngsiction f'(x) , instead the objective

function f (x) Then, the fitness function is the sum of the iaagobjective function

with the equality and inequality penalty functions:

f'(x)=f(x)+G(x)+H(Xx) (2.10)

G(x) and H(x) are the equality and inequality penalty functievisich could be

modeled using the equations (2.11) and (2.12)haw!s as follows:
(2.11)

e(x):wjz";(gi (x)

H(x) = yi(hj— (%)) (2.12)

j=

h; (x) is the magnitude of th& inequality constraint which could be expressed as

h (x) =max{ Oh &} (2.13)

The scaling parametersand p are new control parameters that have to be sty

user and remain fixed during the optimization pssce
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2.2.5 Discrete Variables Handling

In its canonical form, the Differential Evolutiotgarithm is only capable of handling
continuous variables. Extending it to solve mixadeger optimization problems,
however, is quite simple. Only a couple of simpledifications are required [10]-[11].
This is achieved with an operator that rounds tiréable to nearest integer value, when it
lies between two integer values. The rounding dperas performed after the

initialization and mutation process.

Xi.p= [Y 1K1 I’OUI‘]C(Z k+ 1,...D)]T (2.13)

where X, is a D dimensional vector with continuous and discreteiades, Y is k
dimensional vector of continuous parameters &nd the(D — k) dimensional vector of
integer parameters.

Discrete parameters whit fixed step sizesan be converted from integer values to

discrete values using:

Z =Z" +nxA, i=1,..(D-K) (2.14)

wheren is a integer in the range p0,...,n"> .



2.2.6 Differential Evolution Example
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With the objective of demonstrating the DE optiniga process in continuous

spaces, a simple example is analyzed.

;

%

Objective Function: f(X)=1-cosk, x cosk, xe *

[%|<5. [x|<5

1. Select the control parameters of the algorithm

Control Parameters of DE
Decision Variables D| 2
Population Size NP | 20
Scaling Mutation Factor F 10.6
Crossover Rate Constant CR| 0.9
2. Initialize the population according to (2.3):
Individual 1] Individual z | Individual Z | Individual 4 Individual 17} Individual 1€} Individual 1¢] Individual 2(
Parameter | 1.367: -3.385; -0.8887" -4.067; 1.975. 1.337¢ -1.795¢ 0.8233"
Parameter ||  4.350: -2.098: 1.002: -4.113¢ 3.833: 0.812¢ 4.047¢ 0.6110:

3. Select the target vector from current population:

4. Select randomly three indices a, b and ¢ from theeat population. These

indices mut be mutually different and differenthe index of the target vector:

a 3
b 17
C 2
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5. Apply the mutation operation to generate the mwactor according to (2.4).

X3 X17 X2 X17-X2 F*X17X2) | XstF*(X17-X2)
Parameter 1] -0.89 1.98 -3.39 5.37 3.22 2.33
Parameter 2 1.00 3.83 | -2.10 5.93 3.56 4.56
Fitness 0.76 0.90 0.82 - - 0.97

6. Create the trial vector by means of the crossoperation according to (2.5):

Target | Mutant | Random | Trial

Vector | Vector # Vector
Parameter 1] 1.37 2.33 0.13 2.33
Parameter 2| 4.35 0.67 0.86 0.67
Fitness 1.02 0.97 - 0.97

7. Select the individual that will advance to the ngaheration according to (2.6):

Individual Individual Individual Individual Individual Individual

1 2 3 18 19 20
Parameter 1 2.33
Parameter 2 0.67
Fitness 0.97

In this case the trial vector is selected becatge lmave the better performance in the

objective function.

8. Return to step 3 and repeat these task for allviddal within the current

population.

9. This procedure is executed for several generatiotisa convergence criterion is

satisfied.
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Figure 2.3 shows the distribution of four genenagion the objective function. It is
interesting to note how all individuals are movitwyvard the local minimums of the
function. In the end all individuals are practigativer the global minimum. It is also
interesting to note that in 12" generation all the points are nearby the glob&hopm;

however it is necessary to run 100 iterations niomeach the global optimum.
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Figure 2.3: Plot of Four Generations of the DE Algathm in the function f(X) =1-cosf )< cosk, xe *4
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CHAPTER 3
REACTIVE POWER PLANNING

3.1 INTRODUCTION

During the last decade there has been a growingeconn the electric utility industry
about reactive power issues at the operation ptgnand capacity expansion levels.
Among other reasons, this interest is derived ftbenfact that in many power systems
there is a trend towards operating them closeneéo bperational limits. Therefore, issues
such as voltage control, voltage instability, resecpower security dispatch and reactive
power planning have attracted much attention [12].

The objective of reactive power planning is theedw®ination of the new reactive
power sources (in terms of type, size and locaitiothe network) that will result in an
adequate voltage control capability by achievingperect balance between security and
economic concerns. Reactive power planning typidadis a time horizon of one to three
years, and it is performed in coordination witsmission capacity studies, that have a
longer time horizon and a higher priority.

In reactive power planning it is sought to find thight tradeoff between the
investment cost of the new VAR sources and the fiilsna system operation derived
from the presence of these additional sourcesaatiree compensation.

The reactive power planning (RPP) problem couldobeulated mathematically as a
nonlinear, non-smooth, mixed-integer, multi-objeetoptimization problem. One of the
objectives deals with the minimization of the rpalver losses that result in a reduction

of the operational costs and improving the voltpgefile across the system. The other
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objective minimizes the allocation of additionahecéve power sources throughout the
system.

Various traditional optimization techniques, baseduccessive approximations of
the objective function to linear or quadratic fuons, have been used to solve this
complex problem [12]-[18]. However, in most casdsgse approximations lead the
problem to local minimum solutions.

More recently, new methods, based on artificiatligence techniques, have been
applied to the reactive power planning optimizatmwablem in order to avoid stagnation
in local minima and uncertainties. Genetic Algan) Evolution Strategies,
Evolutionary Programming, Simulated Annealing arelifl Networks are some of these
new optimization methods that have been appliegotee the reactive power planning
problem [19]-[28].

In this thesis work, we use the Differential Evadat algorithm to properly estimate
the amount of reactive power sources that haveetmétalled over the system. Because
of the stochastic nature of the Differential Evadat algorithm, it could explore the
solution space more effectively, providing betteluions than traditional optimization

techniques.

3.2 REACTIVE POWER PLANNING PROBLEM FORMULATION

3.2.1 Single-objective Formulation

Reactive planning is one of the most complex prolslén electric power systems. It
requires adjustments in voltage controllers suchieastor and capacitor banks, static
VAR compensators, excitation of synchronous gepesatand synchronous

compensators, etc. The adjustments result in appcdged voltage profile to meet
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security constraints and power quality requiremewthen the reactive reserves present
in the existing power system are unable to meeintippsed constraints, optimal reactive
source expansion (minimum costs) can be considéa&dg into account the physical
characteristics and the operating conditions ofistem [25].

The reactive power planning problem is to determiine optimal investment of
reactive power sources over a planning horizon. dds function to be minimized is the
sum of the operation costs and the investment dd${s[23]. In our approach, the
operation costs refer to the annual cost of entrgy. The investment cost is the cost to
install new shunt reactive power compensation aevibrough the system.

The mathematical formulation of the reactive poplanning problem is:

Minf. =W, + I (3.1)

The first term represents the total cost of enéwgy as follows:

WC = hz q IT-cs)ss

ION,

=h3.d| 3. g (V' +V-2vycoq)

IDN, i,jONg

| (3.2)

The second term represents the cost of reactiveeipsaurce installation which also has

two components:

le=2 (e +CilQ)) (3-3)
NG
where:
N, : number of load level durations
Ne : the set of branch numbers

h : per unit energy cost ($/p.u. MWh) witg, =100 MVA
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d, - duration of load leveln)

g; : conductance of the brangh(p.u.)

\ : Voltage magnitude at the bu.u.)

6, : Voltage angle difference between bwasd bug (rad)

e : fixed reactive power source installation codbasi ($)
C, : reactive power source purchase cost ati {H8VIVAR)
Q, : reactive power source installation at bsVAR)

P! : network real power losses during the period aflieevell.

loss

The problem is subjected to several equality amdjuality constraints. The power

flow equations are used as equality constraintshawn:
-\ Y V(G cosgij+ B sing )= 0 iON
B

Q -V Y.V (Gsingij-§ cosf )= 0 0N,

o,

(3.4)

Reactive power source installation restrictiong| r@nd reactive power generation
restrictions, transformer tap setting restrictioas,well as bus voltages restrictions are

used as inequality constraints for the problem:

”"”<Qc.<QTaX i0 N

Pmln I < Prlnax ID NG

Q"<Q = QM iON, (3.5)
Tk’“'n < Tk < Tk"‘ax i0 N,

\/imin S\/I S\I/max IDI\L’
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where

N, . set of buses adjacent to buscluding the bus

Npg : number of PQ-buses, which are buses with conBtandQ injections

N, : number of generator buses

N, : number of tap-setting transformer branches

S : number of buses of the system

Ng_, : number of buses of the system, excluding thekdbais

P,Q : real and reactive power powers, respectivelyedtgd to the network at the

busl (p.u)
G.B transference conductance and susceptance, resbgdbetween busdsand]

(p.u)

G,,B :self conductance and susceptance, respectivietyiso (p.u)

P.Q real and reactive power generation at ibfssu), respectively

T, . transformer tap setting of brankiip.u.)
The control variables for the problem are: the agdt magnitudes at PV buses, the

transformers tap settingg and the adjustment of the reactive power sourcegosed

Qci '

A major concern in the reactive power planning fpeobis the nature of the variables
being optimized. In practical systems, almostrath$formers must have taps changing on
primary windings (usually high-voltage windings)adjust the ratio of transformation for
improving the voltage profile on secondary windir{isv-voltage windings). Some of

these tap changing transformers could perform thdpestment under load conditions for
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maintaining quasi-constant voltage on secondarydiwgs. In addition, some shunt
capacitors could adjust their capacity by addingbeing capacitors within a certain
region of operation. These capacitor banks, haxedfincrements/decrements between
consecutive stages that depends on the combinaticagpacitors in service.

Therefore, the shunt capacitors as well as thesfioamer tap settings could be
modeled as discrete variables, which imply thatdpgmization process requires special

mixed-integer programming techniques.

3.2.2 Multi-objective Formulation

Multi-objective optimization simultaneously intentts optimize several parameters,
turning most traditional constraints into new ol functions. This seems more natural
for real world problems where choosing a thresholy seem arbitrary. As a result, a
wide set of optimal solutions (known as Pareto s&ty be found. Therefore, a whole set
of optimal alternatives is obtained before decidiwigch solution is the best compromise
of different (and sometimes contradictory) featya9-[30].

In the case of the reactive power planning probldra, multi-objective formulation
comprises two main objective functions: the annoaests of energy loss and the

investment costs, as shown in (3.6):

Min hz dP..

ION,

Min Z(q +Cci|Qi|)

iON

(3.6)
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where

R

oss —

Y. 9,(W+ V' -2y cosf) 3.7

i,jONg

As in the single-objective formulation, the problésnsubjected to several equality
and inequality constraints. The power flow equatiof8.4) are used as equality
constraints, while the inequality constraints (3/8fer to reactive power source
installation restrictions, real and reactive poweneration restrictions, transformer tap
setting restrictions and bus voltages restrictions.

Several techniqgues have been proposed to solvee themplex optimization
problems. The Weighted Sum of Objectives Functigé$SOF), Vector Evaluated
Genetic Algorithms (VEGA), Non-dominated Sorting n@éc Algorithm (NSGA),
Niched Pareto-Genetic Algorithm, among others ammes of the most widely applied
traditional and evolutionary optimization techniguepplied to these complex problems.
Reference [31] offers a widely discussion of thesthods.

In our case, the problem is solved using the Weml8um of Objective Functions
(WSOF) method, which, as the name suggests, saaset of objectives into a single-
objective by premultiplying each objective with @eu supplied weight, using an
appropriate scaling factor. Therefore, the muljiecbive problem is transformed to the

following single-objective optimization problem:

Min 5xh> d B +(1-3)x« Y. (e+ G| Q|) (3.8)

ION, iONg
Where J (the weight factor) is a constant number withie ttange [0, 1].xis an

appropriate scaling factor.
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Varying the corresponding weight factéy the true Pareto-optimal front could be
found. The Pareto-front is a set of “best comprerhsolutions that cannot be dominated

(no objective can be improved without making sorteoobjective worse) [31].

3.3 DE MODEL FOR REACTIVE POWER PLANNING

As a robust optimization technique, we use Difféis@dnEvolution to properly

estimate the amount of reactive power sourcesidna to be installed in the system.

Control Variables The set of control variables used in the optimi@raprocess are:

1. The voltage magnitudes at PV buses, which are radded continuous variables

2. The transformers tap settindgs, modeled as discrete variables.
3. The adjustment of the reactive power sources pexpQ@s , modeled as discrete

variables.
Initialization: All the control variables are initialized randgmiithin their feasible
bounds by means of (2.3). If during the evolutioogess, any of these settings become
unfeasible, they were adjusted using the boundpeyator (2.8).

Objective FunctionMinimize the total energy loss costs, as wellithestment costs

of new reactive power sources:
|

F(X)=hyd| > g(V+Vy-2vycoqg )| +> (e+ £l Q) (39

ION, i,iDNg iONG

Penalty FunctionsThe objective function could be modified addirenplty factors,

when equality and inequality constraints are ntisBad. The equality constraints (3.4)
are the power flow equations. The inequality caists (3.5) include: real and reactive

power generation limits, as well as voltage comstsahrough the system.
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a. Equality Penalty Functian The equality constraints are satisfied whenpineer
flow subroutine converges, therefore no penaltefiom were added to the fitness
function.

b. Inequality Penalty FunctionsGenerators real power limits, generators reactive
power limits and bus voltages limits, were modelesl inequality penalty

functions for the case studies, as shown in equsii8.10), (3.11) and (3.12).

Hl(X) :,ulf: max[ 0,P - P™ Fi)min_ P]
i=1

(3.10)
H,(X)= 4> max{ 0,Q -Q™, Q" - Q]
E (3.11)
H, (X) = 4,3 maxd 0,V ™, y™ -y ]
E (3.12)

Whereyu is the inequality penalty factor.

Fithess Function The fitness function used in the optimization qggss was a

combination of the original objective function withe inequality penalty functions, as

shown in (3.13):

F'(X) = F (X)+H, (X)+H, (X )+ Hy(X ) (3.13)
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3.4CASE STUDIES AND RESULTS

3.4.1 Single-objective Formulation
The proposed approach has been tested in the eedHEE 30-bus test system with

satisfactory results. In the case studies, busd¥ 618 and 27 were selected for VAR

compensation. Tables 3.1-3.5 show the system dathin the analysis.
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Figure 3.1: IEEE 30-Bus Test System



TABLE 3.1
BusDATA
Bus Type MW MVAR Bus Type MW  MVAR
1 Slack 0 0 16 PQ 3.5 1.8
2 PV 21.7 12.7 17 PQ 9 5.8
3 PQ 2.4 1.2 18 PQ 3.2 0.9
4 PQ 7.6 1.6 19 PQ 9.5 3.4
5 PV 94.2 19 20 PQ 2.2 0.7
6 PQ 0 0 21 PQ 17.5 11.2
7 PQ 22.8 10.9 22 PQ 0 0
8 PV 30 30 23 PQ 3.2 1.6
9 PQ 0 0 24 PQ 8.7 6.7
10 PQ 5.8 2 25 PQ 0 0
11 PV 0 0 26 PQ 3.5 2.3
12 PQ 11.2 7.5 27 PQ 0 0
13 PV 0 0 28 PQ 0 0
14 PQ 6.2 1.6 29 PQ 2.4 0.9
15 PQ 8.2 2.5 30 PQ 10.6 1.9
TABLE 3.2
TRANSFORMERTAP SETTINGSDATA
Transformer From Bus To Bus Minimum - Maximum
Tap Tap
Te9 6 9 0.9 1.1
Te-10 6 10 0.9 1.1
Ta12 4 12 0.9 1.1
Tog-27 28 27 0.9 1.1
TABLE 3.3
INSTALLED SHUNT CAPACITOR BANKS
Capacitor At Bus (M%/IZ??)
Qcio 10 19
Qc4 24 4.3
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TABLE 3.4
PROPOSEDSHUNT CAPACITOR BANKS

Minimum Size

Maximum Size

34

Capacitor At Bus (MVAR) (MVAR)

QG 6 0 30

Qar 17 0 30

Qas 18 0 30

Qcy7 27 0 30

TABLE 3.5
BRANCH DATA
Branch Ratin Branch Ratin
ST RGW XY B g T RGW XY BRY g
1 2 0.0192  0.0575 0.0264 130 18 19 0.0639  0.1292  0000. 16
1 3 0.0452  0.1852 0.0204 130 19 20 0.0340  0.0680  0000. 32
2 4 0.0570  0.1737 0.0184 65 10 20 0.0936  0.2090  000.0 32
3 4 0.0132  0.0379 0.0042 130 10 17 0.0324  0.0845 0000. 32
2 5 0.0472  0.1983 0.0209 130 10 21 0.0348  0.0749  0000. 32
2 6 0.0581  0.1763 0.0187 65 10 22 0.0727 01499  000.0 32
4 6 0.0119  0.0414 0.0045 90 21 22 0.0116  0.0236  000.0 32
5 7 0.0460  0.1160 0.0102 70 15 23 0.1000  0.2020  000.0 16
6 7 0.0267  0.0820 0.0085 130 22 24 0.1150  0.1790  0000. 16
6 8 0.0120  0.0420 0.0045 50 23 24 0.1320  0.2700  000.0 16
9 11 0.0000  0.2080 0.0000 90 24 25 0.1885  0.3292  0000. 16
9 10 0.0000  0.1100 0.0000 90 25 26 0.2544  0.3800  0000. 16
12 13 0.0000  0.1400 0.0000 100 25 27 0.1093  0.2087 0.0000 16
12 14 0.1231  0.2559 0.0000 32 27 29 0.2198  0.4153 .0000 16
12 15 0.0662  0.1304 0.0000 32 27 30 0.3202  0.6027 .0000 16
12 16 0.0945  0.1987 0.0000 32 29 30 0.2399  0.4533 .0000 16
14 15 0.2210  0.1997 0.0000 16 8 28 0.0636  0.2000 021@. 32
16 17 0.0824  0.1923 0.0000 16 6 28 0.0169  0.0599 0068. 32
15 18 0.1073  0.2185 0.0000 16
Branch Transformer Ratin Branch Transformer Ratin
con L RGW XY PR A grom 1o ROD XCY RURIG (MVA)

6 9 0.0000  0.2080 1.0 65 4 12 0.0000  0.2560 1.0 65
6 10 0.0000  0.5560 1.0 32 28 27 0.0000  0.3960 1.0 5 6
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In our approach, the generator output voltages trdmesformer tap settings and the
capacity of the shunt capacitor banks are adjustaditaneously to optimize the reactive
power allocation. To test the capability of the aaithm for solving mixed discrete
optimization problems, the transformers taps anthshapacitor banks were modeled as
discrete variables. The transformers taps steps sedrto 0.25 p.u., with 4 steps over and
4 steps under 1.0 p.u. Capacitor banks steps eimrgen to be of 0.3 MVAR from 0 to
30 MVAR. The powerflow algorithm used was the Fdewton-Raphson from

Matpower 3.0. The limits of the control variablee given in Table 3.6.

TABLE 3.6
CONTROL VARIABLES LIMITS (P.U.)
Bus 1 2 5 8 11 13
G 0.596 0.48 0.60 0.53 0.15 0.155
- -0.298 -0.24 -0.30 -0.265  -0.075  -0.078
\/ max \/min  max T min e g“”
1.05 0.95 1.1 0.9 0.3 0.0

Four cases were analyzed using the proposed approle first case is of light loads,
whose loads and initial real power generationsepkior the generation at slack bus, are
the same as those in [32]. In the second casdod#ais and initial real power generation
are 150% higher than the original case. The thaskds of heavy loads, whose loads and
initial real power generation are twice as thos€a$e 1. The fourth case has two level
load periods, one light load period having the sdoaels as those in the original case,
and one heavy load period having the same loatt®ae in Case 3.

The initial generator bus voltages and transfortaps were set to 1.0 p.u. The total
load, initial generation and power losses for thsecstudies are given in Table 3.7. The

limit-violating quantities for these cases are giwe Table 3.8. In Case 2 and 3, because
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of heavy loads, almost all reactive power genenatiand bus voltages violate their

limits.
TABLE 3.7
INITIAL GENERATION AND POWERLOSSESP.U.)
Poad Qoad R Qs Foss Quoss
Case 1l 2.834 1.262 2.8940 1.1381 0.0600 0.2597
Case 2 4.251 1.893 4.3954 2.1593 0.1444 0.6329
Case 3 5.668 2.524 5.9466 3.4119 0.2786 1.2354
TABLE 3.8
LIMIT —VIOLATING VARIABLES (P.U.)
Case 1
Bus 24 26 29 30 Bus 8
V, 0.94997 0.93155 0.93889 0.92658 Qs 61.47
Case 2
Bus 10 14 15 16 17 18 19
Vi 0.94551 0.93725 0.92965 0.94206  0.93613 0.91457 110D0
Bus 20 21 22 23 24 25 26
V, 0.91827 0.92438 0.92517 0.91256 0.90408 0.90766 7708
Bus 27 29 30
Vi 0.92481  0.89028  0.87037
Bus 1 5 8 11 13
Qs -31.963 68.813 104.63 16.777 27.875
Case 3
Bus 10 12 14 15 16 17 18
\ 0.90803 0.9396 0.90364  0.89153 0.9083 0.89651 0868
Bus 19 20 21 22 23 24 25
Vi 0.86177 0.87135 0.87802 0.87905 0.86436  0.84836 5368
Bus 26 27 29 30
Vi 0.80979 0.87849 0.82729  0.7978
Bus 1 2 5 8 11 13
Q  -37.621 54.174 97.655 154.27 28.378 44.333
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Differential Evolution solves this highly nonlingamixed-integer, multi-objective
optimization problem. For each approach, 50 inddpehruns were made using the best
suited control parameters. These control paraméssaling factor, crossover constant
and population size) were determined via parantetgng. All runs were limited to a

maximum of 2000 iterations. The DE strategy usedllicases was DE/rand/1/bin.

TABLE 3.9
CONTROL PARAMETERS OF THEDE ALGORITHM
Control Case 1l Case 2 Case 3 Case 4A Case 4B
Parameters
F 0.6 0.6 0.6 0.6 0.6
Ci 0.9 0.9 0.9 0.9 0.9
N, 40 40 40 40 40
Hy 1x10 1x10 1x10 1x10 1x10
U, 1x10° 1x10° 1x10° 1x10 1x10
U 1x10° 1x10° 1x10° 1x10 1x10

The optimal results are given in Table 3.10. Aditstvariables are regulated back into
their limits. In Case 4, two sets of control vatezbare obtained, one for each load level
period. The DE algorithm subroutine has to run énmor finding two different set of
control parameters, incrementing the computatitna spent in the case.

Due to the installation costs is only accountethm heavy load period, the reactive
power sources used in the light load period doindtice any costs. Therefore, in the
light load period, there are some reactive powaeggions from reactive power sources
that are previously installed for the heavy loadqus. As a direct consequence of that,

the real power loss in this period is lower thaa ¢brresponding value in Case 1.
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TABLE 3.10
OPTIMAL RESULTS FOR THECASE STUDIES
Generator Bus Voltages, p.u.

Bus 1 2 5 8 11 13
Case 1 1.05 1.04384 1.02293 1.02496 1.05 1.05
Case 2 1.05 1.03518 1.01015 0.98257 1.04895 1.05
Case 3 1.05 1.02182 0.97230 0.96159 1.04548 1.05

Case 4A 1.05 1.04449 1.02439 1.02617 1.05 1.05
Case 4B 1.05 1.02181 0.97228 0.96154 1.04543 1.05
Transformers tap-settings, p.u.
Branch (6,9) (6,10) (4,12) (28,27)
Case 1 1.050 0.900 0.975 0.950
Case 2 0.975 0.900 0.925 0.900
Case 3 0.975 0.900 0.925 0.950
Case 4A 1.075 0.900 0.975 0.975
Case 4B 0.975 0.900 0.925 0.950
Reactive power source installations, p.u.

Bus 6 17 18 27
Case 1 0.000 0.000 0.000 0.000
Case 2 0.000 0.000 0.000 0.000
Case 3 0.069 0.297 0.150 0.297

Case 4A 0.060 0.075 0.060 0.060
Case 4B 0.072 0.300 0.147 0.294
Power generation and losses, p.u.

PG QG Ploss Qloss
Case 1 2.8857 1.0972 0.0517 0.2583
Case 2 4.3796 2.0521 0.1286 0.5645
Case 3 5.9004 2.2500 0.2324 0.9889
Case 4A 2.8848 0.8231 0.0508 0.2636
Case 4B 5.9004 2.2513 0.2324 0.9889

Optimization results

Casel Case 2 Case 3 Case 4A Case 4B

2,714,769.16 6,758,334.56 14,656,565.57 1,333,8918)550,327.47

The results obtained by means of the Differential&tion approach were compared
with those obtained by means of another evolutypnaomputation technique,
Evolutionary Programming [20]. As shown in Tabld&13.similar results were obtained
by both approaches for the Case 1. DE adjustesidlt@ges magnitudes of all PV buses
and transformers tap settings such that the totaels decreased from 6.0 MW to 5.171
MW achieving a reduction of 0.829 MW, which tradsda an annual energy costs

savings of $435,722.4.
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In Case 2, because of the adjustment of the voltaggnitudes in the PV buses and
the transformers, the total system losses are eedirc 1.58 MW, from 14.44 MW to
12.86 MW, which corresponds to an annual energis@a/ings of $830,448.0

In Case 3, the Differential Evolution approach athd the voltages magnitudes of all
PV buses, transformers taps settings and adjusshibiet capacitor banks such that the
total losses decrease from 27.86 MW to 23.24 MW jeating a reduction of 4.64 MW,
which corresponds to an annual energy costs sawhgb2,438,784.0. Due to the
solution obtained by [20] become unfeasible (tHetsm may produce violations on the
bus voltage magnitude at bus 7 and on the reapveer generated by the machines
connected to buses 2, 5 and 8), no proper compecsald be made for this case.

In Case 4B, the reduction in system losses obtaiesl similar to the obtained in
Case 3. However, in Case 4A, due to the allocatbrthe reactive power sources
accomplished in Case 4B, the real power losseshim period are lower than the
corresponding value in Case 1. The annual energfg savings achieved in this case was

of $1,461,168.0.

TABLE 3.11
COMPARISON OFRESULTS
Case 1 Case 3
Variables EP [20] DE EP [20] DE
Vi 1.050 1.050 1.050 1.050
2 1.044 1.044 1.022 1.022
Vs 1.023 1.023 0.973 0.972
Vs 1.025 1.025 0.959 0.962
Vis 1.050 1.050 1.050 1.045
Vis 1.050 1.050 1.050 1.050
Tos 1.050 1.050 0.950 0.975
Ts 10 0.900 0.900 0.900 0.900

Tiz 0.975 0.975 0.900 0.925
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T2 8-27
Q,
Q.
Q.
Q.
IDG
Qs
P

loss

Q|OSS

7

Objective
Function

0.950
0.000
0.000
0.000
0.000
2.886
0.926
0.052
-0.336

2,714,769.16

0.950
0.000
0.000
0.000
0.000
2.886
1.097
0.052
0.258

2,714,769.16

0.900
0.198
0.229
0.133
0.196
5.901
2.204
0.233
0.436

0.950
0.069
0.297
0.150
0.297
5.900
2.250
0.232
0.989

14,507,217.71,6564565.57

3.4.2 Multi-objective Formulation

The proposed approach could be adapted to solveieefly the multi-objective

formulation of the Reactive Power Planning Problé&s.mentioned before, the method

used in the analysis was the Weighted Sum of QbgsctFunctions (WSOF). For

determining the Pareto-optimal front for the cat&ligs, the weight factord) was

varied conveniently and the corresponding objechivection (3.8) was optimized using

Differential Evolution.

Tables 3.12 and 3.13 show the tradeoff-valuesd&ses 1 and 2. In case 3, due to

heavy load conditions, variations on the weightda¢d ) hardly affect the optimization

results, so for this case it is not possible t@deine the corresponding tradeoff-values.



TABLE 3.12

INSTALLATION/ENERGY LOSSCOSTSTRADEOFFVALUES FORCASE 1

Case 1

Installation  Energy Loss Installatior Energy Loss

Costs ($) Costs ($) Costs ($)  Costs ($)
1 1,048,000.00 2,667,900.00 16 73,000.002,700,900.00
2 634,000.00 2,668,600.00 17 64,000.002,702,300.00
3 552,000.00 2,669,600.00 18 55,000.002,703,800.00
4 525,000.00 2,670,300.00 19 46,000.002,705,400.00
5 444,000.00 2,673,500.00 20 37,000.002,707,100.00
6 399,000.00 2,675,800.00 21 28,000.002,708,900.00
7 300,000.00 2,679,800.00 22 19,000.002,710,700.00
8 273,000.00 2,681,900.00 23 0.00 2,714,800.00
9 227,000.00 2,684,400.00 24 0.00 2,714,800.00
10 200,000.00 2,686,900.00 25 0.00 2,714,800.00
11 173,000.00 2,689,500.00 26 0.00 2,714,800.00
12 109,000.00 2,696,200.00 27 0.00 2,714,800.00
13 100,000.00 2,697,200.00 28 0.00 2,714,800.00
14 91,000.00  2,698,400.00 29 0.00 2,714,800.00
15 82,000.00 2,699,600.00 30 0.00 2,714,800.00

TABLE 3.13
INSTALLATION/ENERGY LOSSCOSTSTRADEOFFV ALUES FORCASE 2
Case 2

Installation  Energy Loss Installatior Energy Loss

Costs ($) Costs ($) Costs ($)  Costs ($)
1 2,056,000.00 6,265,146.39 16 498,000.0®,477,081.92
2 2,011,000.00 6,265,625.14 17 480,000.0%,484,188.40
3 1,588,000.00 6,278,974.90 18 444,000.00,498,968.39
4 1,435,000.00 6,287,864.24 19 426,000.0®,506,774.68
5 1,282,000.00 6,300,323.53 20 345,000.006,554,199.97
6 1,120,000.00 6,317,323.40 21 290,000.00,581,827.33
7 1,030,000.00 6,328,714.36 22 335,000.006,548,573.97
8 975,000.00 6,337,079.35 23 227,000.00,616,623.98
9 948,000.00 6,341,980.74 24 181,000.0(%,642,911.48
10 930,000.00 6,345,483.11 25 163,000.00%,653,989.68
11 921,000.00 6,347,475.15 26 28,000.006,739,565.72
12 840,000.00 6,373,929.97 27 0.00 6,758,334.55
13 615,000.00 6,438,663.04 28 0.00 6,758,334.55
14 525,000.00 6,467,676.24 29 0.00 6,758,334.55
15 516,000.00 6,470,662.11 30 0.00 6,758,334.55




42

The corresponding Pareto-optimal front for casesid 2 are presented in Figure 3.2
and 3.3. In those cases, non-dominated solutiorre Weind (no objective could be

improved without making some other objective warse)
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Figure 3.2: Installation/Annual Energy Loss Costs Tadeoff Curve for Case 1
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Figure 3.3: Installation/Annual Energy Loss Costs Tadeoff Curve for Case 2

3.4.3 Rate of Convergence of the Proposed Framewan#d Statistical Results

Table 3.14 provides the statistical results for¢hee studies based on 50 independent
runs of the DE algorithm. In this tabBSF and WSFrefer to best solution and worst
solution found, respectively. Is interesting to endbhat, in the cases that involve light
load periods, the variability of the results ob&lrby DE are minimal. However, in cases
that involve heavy load periods, such as Case 3CGas® 4B, the results vary slightly
from one run to another, reducing the successtel o the algorithm for obtaining the

best solution.
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TABLE 3.14
STATISTICAL RESULTSBASED ON50 INDEPENDENTRUNS

Case 1 Case 2 Case 3 Case 4A Case 4B

Average  2,714,769.16 6,758,334.56 14,670,89210833,991.06 8,571,692.70

Median  2,714,769.16 6,758,334.56 14,668,2680833,991.06 8,570,852.63

Mode  2,714,769.16 6,758,334.56 14,658,9075833,991.06 8,570,852.63

gé?/?aﬁg 6.46E-09 1.02E-06  12,395.00  3.16E-09  12,527.59
SR 100% 100% 43% 100% 63%

BSF 2,714,769.16 6,758,334.56 14,656,5655833,991.06 8,550,327.47

WSF 2,714,769.16 6,758,334.56 14,693,9905333,991.06 8,602,388.99

Figure 3.4 shows the convergence rate of the dlgorior the best values founded in

all case studies. Note that the objective funct®ormproved rapidly in a few iterations.

Further improvements in the objective function,uiegs a large number of iterations,

which implies a considerable drop in the rate ofvaygence of the DE algorithm.

Objective Function
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1.0E+09+

1.0E+08+

1.0E+06

e Case 1

Case 2

Case 3
Case 4A
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1.0E+07

N

1 151 301 451 601 751 901 1051 1201 1351 1501 1651 1801 1951

Iteration

Figure 3.4: Rate of Convergence of the DE Algorithnfior the Case Studies
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3.5 CONCLUSION

In this chapter we used the Differential Evolutialgorithm to solve the reactive
power planning problem (RPP), which intends to prbp allocate reactive power
sources in order to maintain a secure voltage lprafcross the system, while other
operational constraints are satisfied simultangousl

The allocation of the reactive power (sizing pradds inherently a mixed discrete
optimization problem when transformer taps and ciépabanks are modeled as discrete
variables. DE was capable of solving the RPP prokduccessfully for the case studies,
providing a considerable reduction in the systessés and an improvement on the
voltage profile over the system. The results olg@diproved that the DE algorithm is

appropriate for solving highly nonlinear mixed-igég optimization problems.
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CHAPTER 4
CONGESTION MANAGEMENT IN RESTRUCTURED POWER

SYSTEMS

4.1 INTRODUCTION

When producers and consumers of electric energyediesproduce and consume in
amounts that would cause the transmission systeopdoate at or beyond one or more
transfer limits, the system is said to be congefdaf

In the past, congestion was discussed in termseafly state security, and the basic
objective was to control generator outputs so thatsystem remained secure (no limit
violations) at the lowest cost. The optimal powemwf routine was the most significant
tool for obtaining minimum cost of generation wékisting transmission and operational
constraints. In this case, traditional optimizatieohniques such as sequential, quadratic,
linear, integer and dynamic programming, interi@inp methods, and Newton-based
methods, have been proposed by researches fongahis problem [34]-[41].

In deregulated power systems, with open transmmssarcess, congestion
management is one of the most challenging opemtiproblems. With the trend of an
increasing number of bilateral and multilateral ttacts submitted for electricity market
trades, the possibility of insufficient resources the transmission system may be
unavoidable [42]. An optimal power flow functionith the objective of minimizing the
amount of the transactions rescheduled, could heldged to solve the congestion

problem.
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Under this new scenario, the role of the transmissistem operator is to create a set
of rules that ensure sufficient control over praglgcand consumers to maintain an
acceptable level of power system security and biiiy in the short and long term
operation.

In this work we use Differential Evolution as a wsb optimization technique, for
solving various congested scenarios that includel, pbilateral and multilateral
transactions, and to estimate the way that the @oanvaluation of those transactions

affects the optimization process.

4.2 CONGESTION MANAGEMENT IN OPEN ACCESS TRANSMISSION

SYSTEMS

Open access transmission systems have led to datiewoin the power markets
organizational structures. This approach impliesnipg to competition those tasks that
are, in vertically integrated structures, coordedatjointly with the objective of
minimizing the total cost of operation of the u$il[33].

In these traditional structures, control functi@ush as automatic generation control
(AGC), state estimation, generation dispatch, goinmitment, are carried out by an
Energy Management System (EMS). In these vertigatlygrated structures, congestion
management was discussed in terms of steady staeity and the basic objective was
to control generators output so that the systemmaireed secure (no limits violations) at

the lowest cost [42].
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In competitive markets scenarios, transactions gmuerticipants, i.e., generation
companies (GENCOS), distribution companies (DISC@8J third parties, with no
intervention of the Independent System OperatoO)JScomprise the main system
decision variables.

In these scenarios various types of transactiongaolved [33]:

» Single auction power pools, where wholesale se(lerspetitive generators) bid
to supply power into a single pool. Load servingitess (LSES) buy wholesale
power form that pool at a regulated price and réist the retail loads.

» Double auction power pools, where the sellers peir tbids in a single pool and
the buyers compete, with their offers, to buy wkale power from the pool for
resell it to the retail loads.

» Bilateral contracts between the wholesale genesaamid load serving entities
without third party intervention.

» Multilateral contracts, i.e., purchase and saleagents between several sellers
and buyers, with or without intervention of thirdarpes such as forward
contractors and brokers.

In the new deregulated environment, whenever tlaeeeoverloaded transmission
branches, the system is considered to have a dimgesoblem, and hence operational
and price signals are generated to ensure opeahtfeasibility for the transaction
proposed [43]. These price signals (increased makgrice of electricity) can be used to

reschedule the generation or for planning purpp&és[45].
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In this statement, the role for the transmissicstesy operator is to create a set of rules
that ensure sufficient control over producers aodsamers to maintain an acceptable

level of power system security and reliability retshort term and long term operation.

4.2.1 Congestion Management Methodologies

There are two paradigms that may be employed fogestion management. These
are thecost-freemeans and theon-cost- freeneans. Reference [46] offers a simple and
straightforward discussion about these topics.

The cost-free means include actions like: trippoungested lines; adjustment of
transformer taps settings, phase shifter or FACa\ces; etc.

The non-cost-free means include:

* Rescheduling generation. This leads to generatmeration at an equilibrium
point different to the optimal economic dispatchathematical models of pricing
tools may be incorporated in the dispatch frameveor#t the corresponding price
signals could be obtained. These price signalsdcenél used for congestion
pricing and as indicator to the market participatdsrearrange their power
injections/extractions such that congestion is d&0i[45].

» Priorization and curtailment of transactions, inenghawillingness to pay to avoid
curtailment factor[47]-[50] could be an effective instrument in sajt the
transaction curtailment strategies, which may beonporated in the optimal

power flow framework.
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4.3 DISPATCH METHODOLOGIES FOR OPEN ACCESS TRANSMISSION

SYSTEMS

Open transmission access modifies the traditiomarational and system control
strategies in the emerging electricity market dtres. The fundamental entity in all
emerging structure is the Independent System Que{f80), whose role is to maintain
equity and transparency in the charges imposedsersof transmission facilities and to
ensure fair and impartial treatment if restrictidmsve to be imposed on users during
periods of transmission overloading [48]. Thus,cassful trading requires that the ISO
match the power bids from the supply side (GENC®®) the offers from the demand
side (DISCOS).

The contractual scheme between selling and buyenss impose differences in the
ISO operational strategies. For that purpose irvenent to analyze the three principal
contractual models widely used in deregulated emwrents: pool, bilateral and

multilateral contracts.

4.3.1 Pool Dispatch Formulation

When several GENCOS and DISCOS decide to intereghaoger, a pool structure is
created. In this scheme an economic dispatch amybe performed if all GENCOS and
DISCOS exchange relevant operational informatiom,, icost curves, generators
capability curves, commitment status, among otf&3}5

The basic purpose of this arrangement is to mirenilee operational cost and to
develop market power in the competitive scenarithe optimal operation point is in
which the cost of the system are minimal, i.e., gbeial benefit of the participants are

maximum, but the coexistence of the pool markeh stort-term electricity spot market
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introduce some complications regarding to the atBtt price elasticity and the variation
of the spot price with the purchaser’s locatiortloagrid [51]-[53].

Neglecting the effect of zonal price elasticitye thispatch formulation could be

stated as follows:

vin ci(Ppi)—jNng B(D,) @)
iskack
subject to
X, U) =
o0 2
where
P, : pool generation at bus
Dy, : pool demand at bys
C(R,) :pool generation cost at bus
B, (D) : bid price of pool demand at bps
Ng, Nb . set of generators and loads, respectively
g, h : set of systems operation constraints, includygem power flow equations,
line flow limits and power balance constraints
u . set of control variables, i.e., active power etgrator and load buses

X . set of dependent variables

The pool generation costs and demand bid pricesleseribed by simple quadratic
cost functions. Thus,

C(F;):i)zaeiaiz"'giFP)i"'Ei’ OO N (4.3)

B (Dy)=ay; D"+ Oy + ¢, OjON (4.4)
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where

as,h,, ¢ - quadratic, linear and non load cost coefficiafta pool generator bid price
at bus.

ay,hy, ¢ guadratic, linear and non load cost coefficiarfta pool demand bid price at

bus;j.
4.3.2 Bilateral/Multilateral Dispatch Formulation

The conceptual model of bilateral market structusethat sellers and buyers could
perform transactions in where the quantities traded the prices are settled without
intervention of the ISO. These transactions arersitied to the ISO who, in absence of
any congestion in the system, simply dispatchedrafisaction requested, making an
impartial charge for the service.

Multilateral transactions are, in effect, an extenf bilateral transactions. This type
of transactions is simply a trade that is arranigganergy brokers, and involves more
than two parties. In some situations, in orderetduce the risk of the business, GENCOS
and DISCOS may prefer to make the contracts thrdargkers rather than directly find
buyers or sellers themselves.

In bilateral/multilateral markets structures thergmse of transmission dispatch
problem in an open access environment is to mi@mize deviations from the
transactions requested by participants. The ideapen access transmission system is to
make possible all transaction without curtailmensiag from physical and operational
constraints [48]. One of the most logical waysedaheduling the transactions is to do it
on the basis of rationing of transmission acces$schvcould be modeled as extra charges

paid by the participants to avoid curtailment @& thansactions requested.
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The mathematical formulation of the bilateral/materal dispatch problem can be

expressed as [49]:

Min f(u,x) =[(u-u®)" AJ]W [(u-u®)"A]" (4.5)
subject to
Xx,u)=0
ﬁix, u; <0 (4.6)
where
u : set of control variables, i.e., active power @tgrator and load buses
X : set of dependent variables
u® : desired value df
A : constant matrix reflecting curtailment strategised by market participants
w : diagonal matrix whose elements are the “willingg® pay” charges to
avoid curtailment
g, h . set of systems operation constraints, includiygiem power flow equations,

line flow limits and power balance constraints

4.3.3 Power Balance Constraints

In general the power injected/extracted at a sjpeloifs consists of power sold by the
pool, injections for bilateral and multilateral d¢acts, and injections for loss
compensation:

P=R,+Y R + PR, OiON (4.7)

Ki Lossi ?

D,=D, +>.D;;, OjON, (4.8)

kOK
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: active power injected at bus

. active power extracted at bus

: pool power injected at bus

: pool power extracted at bjs

. power injected at busunder transactiofi,
. power extracted at byisinder transactioil,
. power loss compensation at bus

: K" bilateral/multilateral transaction

. set of generator buses

: set of load buses

: total number of bilateral/multilateral transaciso

The power balance equation for bilateral contracts

Py =Dy, OiON; andljON, (4.9)

For multilateral contracts the power balance camstrcould be stated as follows:

D By = Dy, OkOK (4.10)

In this optimal power flow problem the control \ales can be eith&; or Dy, for

bilateral contracts, and a certain number of véegmbrom the set B, , D }-
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Some schemes are developed for loss compensatiom khis work we assume that
the I1SO is required to provide all loss compensatservices without cost to the
participants. Other schemes of loss compensati@edo@n participation factors are

addressed in [50].

4.4 CURTAILMENT STRATEGIES

As proposed in [49] and [54], four basic types wtegies implemented by the ISO in
collaboration with market participants are the badithe proposed transmission dispatch

model.

4.4.1 Pool Curtailment

In congested scenarios, a third term is added ¢opibol objective function. The
purpose is to minimize the deviation of the tratisas from the desired values. The

curtailment strategy for pool transactions cantheed as follows:

Np
Min f,(u,x) = > W, (D, = D§)* (4.11)
j=1
where
W, : willingness to pay factor to avoid curtailment the pool contract

PLj

DPJ_O . preferred schedule for pool demand atjous
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4.4.2 Point to Point Curtailment

This strategy concerns to bilateral contracts. Asswggested before, in an individual

contract the curtailment df,; must be the same of the curtailmenbDgf. The objective

function of the optimal dispatch model is:

Min f,(u,x) = i Zn: [WBij (PBij - PB(i)j)z]

(4.12)
i=1 j=m+1
i=slack
where
W : willingness to pay factor to avoid curtailmentaof individual contract §; ,
DBji}
Pe?u : desired value of;

4.4.3 Group Curtailment

This is one of the two basic strategies of curtaiiinfor multilateral (group based)
transfers. The concern is to make possible a gaunsfer without curtailment, even if an

individual generator within the group or utility vdo be rescheduled. The objective

function of the optimal dispatch model is:

n

Min f;(u,x) = i [Wii (Zn: Rk ~ Z Fl\i/l)ik)z]

(4.13)
i#slack i slack
where
Wik : willingness to pay factor to avoid curtailmentdfmultilateral contract
Pk : desired value oP,,

: number of multilateral contracts
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4.4.4 Separate Curtailment

The objective of this strategy is to minimize thege of the real power injected or
extracted at a specific bus of a multilateral cacttr The objective function of the

optimal dispatch model is:

Min £, 0= S (W (P — B (4.14)

k=1 i=1
izslack

where

Wi - willingness to pay factor to avoid curtailmentiofected power blocks,,

4.5 POOL, BILATERAL AND MULTILATERAL DISPATCH PROCE DURE

In this optimal transmission dispatch problem alwpr transfers are required to be as
close as possible to the initial desired powerdiens and curtailment decisions are based
on markets participants’ willingness to pay to avourtailment factor, their preferred
curtailment strategies and on system security caimés [49]. The transmission dispatch
procedure could be stated as follows:

Step 1: Pool, bilateral and multilateral structusabmit their desired transactions to
the ISO.

Step 2: If all equality and inequality constraiate satisfied go to step 4. Otherwise
go to the next step.

Step 3: Use the optimal dispatch procedure modelitil the requested power
transfer. The process continues until all equaitgl inequality constraints are
satisfied.

Step 4: When all constraints are satisfied, theegdion at slack bus (loss
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compensation) must be spread among all participants

Step 5: Stop.

4.6 DE MODEL FOR CONGESTION MANAGEMENT IN RESTRUCTU RED

POWER SYSTEMS.

As an optimization tool, the DE algorithm can bedigor solving various congested
scenarios, including pool, bilateral and multilaterontracts.

Control Variables Depending on the type of transactions involvedthie studied

scenario, the set of control variables could be:

1. R, and D, for pool transactions.
2. By orDy; for bilateral contracts (one of them).
3. A certain number of variables from the s&,{ , D, }-

Initialization: Restrictions in the minimum power generated/detednat a certain
seller/buyer and the preferred values of transasticould be used as boundary
constraints for the case. The population size Isctsd depending on the number of
control variables of the problem.

Objective FunctionThe objective function for this optimization ptein could be the

equation (4.1), (4.11), (4.12), (4.13) or (4.14)aocombination of them, depends on the

case:
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F‘(X): ZG: Ci(%i)_z B,(DJJ) +zWLj(Qj - [fl)z

K

+; -;1 Wey & Fg?j 5]+k:1 Wi (; R — Zl kﬂk § ] (4.15)

i BNMik (PMik - Pl\(/l)ik )2]

1 i=1
i#slack

M=

+

=
1l

Penalty FunctionsThe objective function could be modified addirenplties factors,

when equality and inequality constraints are ndisBed. The equality constraints
include the power balance constraints, represdmteztjuations (4.7) and (4.8), as well as
the power flow equations. The inequality constsaiimiclude: real and reactive power
flows between buses, limits on active and reagiewer generation, as well as voltage
constraints through the system.
a. Equality Penalty Function An equality penalty function was added to the
original objective function to ensure that the powalance constraint within the

groups are satisfied:

l . .
G(X)=w) |R - B (4.16)
i=1
where :
w . equality penalty factor
P : active power generated by tifegroup
P! - active power demanded by tifegroup

I : set of groups
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b. Inequality Penalty FunctionsMaximum apparent power flows, generators
reactive power limits and bus voltages limits, weredeled as inequality penalty
functions for the case studies, as shown in equsii4.17), (4.18) and (4.19)

N
H (X) =D max[ 0,S- $"ax]
= (4.17)
Ng _
H,(X) =1,y max 0,Q -Q"™,Q™- Q|
=1 (4.18)
Ng '
Hy(X) = 52, max| 0,V, =\, Y™ -V |
=1 (4.19)
where :
H : inequality penalty factor
Ng : set of buses
Ng, : set of branches

Fitness Function The fitness function used in the optimization qgggs was a

combination of the original objective function withe equality and inequality penalty
functions, as stated in (4.20):
F'(X)=F (X)+G(X)+H,(X)+H,(X)+H,X) (4.20)
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4.7 CASE STUDIES AND RESULTS

The proposed framework is applied to a 6-bus tgstem, to a modified IEEE 14-bus

system and to a modified IEEE 30-bus system.

4.7.1 Six—Bus System

A six - bus system [54], shown in Figure 4.1, iediso demonstrate the effectiveness
of the algorithm solving congested scenarios. la fystem three types of transactions

(pool, bilateral and multilateral) were considered.

T ot T ey

O + Bilateral

) \l/ Multilateral
1 2 L 3 e
o o V¥

Figure 4.1: Six—Bus Test System

Tables 4.1-4.4 provide the system data and the, dutdteral and multilateral
transactions data and its preferred schedulesectgely. In those tables G, D, Min,
Max, a, b, Prefer and W refer to: generation, lgaihimum value, maximum value,
guadratic and linear coefficient of the pool cast/lturves, preferred values of
transactions and willingness to pay to avoid clment factor for all transactions. Table
4.5 presents the curtailment weights for the matkial contract at each bus. Table 4.6
shows the voltage limits. In this case, separattitment strategy was selected to curtail

the load, if is necessary, in the multilateral caat. The bus 1 is selected as slack bus.



TABLE 4.1

SYSTEM DATA
Line From bus To bus R X I(:zl\jw)g
1 1 2 0.030 0.10 100
2 1 4 0.025 0.06 120
3 2 3 0.025 0.08 140
4 2 5 0.020 0.05 130
5 3 5 0.020 0.10 100
6 3 6 0.020 0.10 100
7 4 5 0.020 0.08 100
8 5 6 0.010 0.05 100
TABLE 4.2
PooL DATA
Bus Type Min Max a b Pref W
1 G 0.0 200.0 0.06 6.00 - -
2 G 0.0 200.0 0.03 3.00 - -
3 D 0.0 100.0 0.00 9.00 100.0 20.0
5 D 0.0 80.0 0.00 10.00 80.0 20.0

TABLE 4.3
BILATERAL CONTRACTDATA

Bus Type Min Max Pref W

1 G 0 100 100.0 -
3 D 0 100 100.0 15.0
TABLE 4.4
MULTILATERAL CONTRACTDATA
Bus Type Min Max Pref W
1 G 0.0 100.0 100.0 -
2 G 0.0 100.0 100.0 -
3 D 0.0 50.0 50.0 15.0
4 D 0.0 100.0 100.0 15.0
6 D 0.0 50.0 50.0 20.0
TABLE 4.5

MULTILATERAL CURTAILMENT WEIGHTS
Bus Type TransactionWeight

3 D Multilateral 0.25

4 D Multilateral 0.50

6 D Multilateral 0.25
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TABLE 4.6
BUSVOLTAGE LIMITS
Bus Vmin Vmax
1 1.02 1.02
2 1.04 1.04
3 0.95 1.05
4 0.95 1.05
5 0.95 1.05
6 0.95 1.05

If initial schedules submitted by the three typésransactions are honored by the ISO,

they would cause congestion in lines 2, 3 and 4éhasvn in Table 4.7.

TABLE 4.7
LINE FLOWS OFINITIAL SCHEDULES
Line From bus To bus Pj Pi I(:zl\jw)g
2 1 4 158.91 -152.84 120
3 2 3 177.77 -170.27 140
4 2 5 164.08  -158.86 130

Based on the proposed DE framework for this opttiin problem, the congestion
could be effectively solved. Table 4.8 shows thentid parameters used in the
optimization process for the case studies. Thelteesbtained are shown in Tables 4.9
and 4.10. These results are compared with thetseshtained by means of a traditional

optimization technique [54].
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TABLE 4.8
CONTROL PARAMETERS OF THEDE ALGORITHM

Control 6-Bus Test |IEEE 14-Bus I|IEEE 30-Bus

Parameters  System Test System Test System
F 0.6 0.6 0.6
Cr 0.9 0.9 0.9
Np 70 30-50 50-80
7] 1x10° 1x10° 1x10°
H 1x10° 1x10° 1x10°
M, 1x10° 1x10° 1x10°
75 1x10 1x10 1x10
TABLE 4.9

OPTIMIZATION RESULTS GENERATION VALUES

Bus Type Transaction Min Max Pref  Traditional DE

1 G Pool 0.0 200.0 100.0 33.59 37.27
2 G Pool 0.0 200.0 80.0 129.50 125.50
1 G Bilateral 0.0 100.0 100.0 77.50 78.06
1 G Multilateral 0.0 100.0 100.0 50.06 50.10
2 G Multilateral 0.0 100.0 100.0 100.00 99.98

TABLE 4.10
OPTIMIZATION RESULTS LOAD VALUES

Bus Type Transaction Min Max Pref  Traditional DE

3 D Pool 0.0 100.0 100.0 80.58 83.51
5 D Pool 0.0 80.0 80.0 66.70 65.80
3 D Bilateral 0.0 100.0 100.0 77.55 78.06
3 D Multilateral 0.0 50.0 50.0 37.51 37.52
4 D Multilateral 0.0 100.0 100.0 75.03 75.04
6 D Multilateral 0.0 50.0 50.0 37.51 37.52
TABLE 4.11
OPTIMIZATION RESULTS OBJECTIVE FUNCTION
Traditional DE

$ 33,221.71 $ 31,231.44
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As shown in Table 4.11, Differential Evolution ingmes the solution obtained by

means of a traditional optimization technique.

4.7.2 Modified IEEE 14-Bus Test System

The proposed framework is also applied to the nediiEEE 14—bus test system
shown in Figure 4.2. In this work we consider obikateral and multilateral transactions,
since those are the most common transaction typdsriegulated environments. Tables

4.12 — 4.13 provide the system data used for tee.c

; T T

6 JiL]] ‘T[IO

| — 3

Figure 4.2: Modified IEEE 14—-Bus Test System

Two multilateral groups sell and buy energy in thigrket. The group 1 makes
transfers from generators at buses 2 and 6 to laatisises 4, 9, 11, 12 y 14 and the

group 2 makes transfers from generator at bus lbads at buses 5, 10 and 13. For
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simplicity we assume that the generator at bus 8 designated by the ISO for loss

compensation, hence this bus was selected aslslsckl he generator at bus 8 works as

synchronous capacitor.

TABLE 4.12
Bus DATA
Bus Qd Qc Bus Qd Qc
No.  VOPY  mvar) mvar) No. Y PY (MvAR) (MVAR)
1 1.08 - - 8 1.09 - -
2 1.08 - - 9 0.97-1.10 16.8 19.0
3 1.08 - - 10 0.97-1.10 5.8 -
4 0.97-1.10 54.9 - 11 0.97-1.10 7.8 -
5 0.97-1.10 31.6 - 12 0.97-1.10 6.6 -
6 1.08 - - 13 0.97-1.10 5.8 -
7 0.97-1.10 - - 14 0.97-1.10 10.0 -
TABLE 4.13
BRANCH DATA
Branch Rating Branch Rating
Erom o R (pu) X (pu) BOW  wva) Erom o R (pu) X (pu) BOW  (mva)
1 2 0.0194  0.0592 0.0528 220 6 12 0.1229  0.2558  000.0 55
1 5 0.0540  0.2230 0.0492 110 6 13 0.0662  0.1303  000.0 55
2 3 0.0470  0.1980 0.0438 110 9 10 0.0318  0.0845  000.0 55
2 4 0.0581  0.1763 0.0374 110 9 14 0.1271  0.2704  000.0 55
2 5 0.0570  0.1739 0.0340 110 10 11 0.0821  0.1921 0000. 55
3 4 0.0670  0.1710 0.0346 110 12 13 0.2209  0.1999 0000. 55
4 5 0.0134  0.0421 0.0128 110 13 14 0.1709  0.3480 0000. 55
6 11 0.0950  0.1989 0.0000 55
Branch Transformer Rating Branch Transformer Rating
From 1o ROW XYW rapRatio (MVA)  Erom 1o RPW o XEW g Ratio  (MvA)
4 7 0.0000  0.2091 0.978 70 7 8 0.0000  0.1762 1.000 55
4 9 0.0000  0.5562 0.969 40 7 9 0.0000  0.1100 1.000 70
5 6 0.0000  0.2520 0.932 70

If initial schedules submitted by the both groups @dispatched by the ISO, they would

cause congestion in lines 1-5, 2-4, 2-5 and 6-4 5hawn in Table 4.14.
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TABLE 4.14
LINE FLOWS OFINITIAL SCHEDULES

Branch s 5 Rating

From To ! | (MVA)
1 5 114.28 104.92 110
2 4 113.72 104.13 110
2 5 112.52 103.20 110
6 11 62.21  57.99 55

Some curtailment strategies were considered:

a)

b)

d)

The group curtailment strategy (4.13) is employeg Hoth groups. The
willingness to pay to avoid curtailment factor fmoth groups is $/Mw?.

The willingness to pay to avoid curtailment factdrgroup 2 is increased to
15%$/Mw?, but the other information remains as case a).

Group 1 selects the separate curtailment stratégy). The willingness to pay to
avoid curtailment factor for generator at bus 8sat 1%/Mw? , while the value
at bus 6 remains ats3Mw?.

Group 2 abandons the group curtailment strategy3j4and adopts the point-to-
point curtailment strategy (4.12) for the threeiwdlal contracts (1-5, 1-10 and
1-13). The willingness to pay to avoid curtailmédattor of each individual
contract is $/Mw? and the group 1 maintains the group curtailmensttesgy as
case a).

The willingness to pay to avoid curtailment fadkr the individual contract 1-10
is increased to 1&Mw?, while the willingness to pay to avoid curtailméactor
of the contracts 1-5 and 1-13 remain &V/1%w?. The other information is the

same as case d).
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The results of the optimization process for allesageated are shown in Table 4.15.

The optimal dispatch procedure results in uncomgesystem solutions for all cases.

TABLE 4.15
ORIGINAL AND CURTAILED GENERATION AND LOAD DATA FOR THEIEEE 14-BUS TEST
SYSTEM
Desired Curtailed Data
Bus Type
(MW)  Case 2A Case 2B Case 2CCase 2D Case 2E
Loss Compensation
3 G 35.05 28.03 27.77 27.87 27.82 27.77
Group 1
2 G 157.70 157.70 150.13 153.16 155.65 155.14
6 G 98.00 78.08 81.71 80.26 80.75 78.79
4 D 102.90 94.88 93.30 93.93 95.14 94.14
9 D 57.80 53.30 52.41 52.76 53.44 52.88
11 D 53.50 49.33 48.51 48.84 49.46 48.95
12 D 16.10 14.85 14.60 14.70 14.89 14.73
14 D 25.40 23.42 23.03 23.19 23.48 23.24
Group 2
1 G 214.10 202.45 206.70 205.00 203.39 203.68
5 D 167.80 158.67 162.00 160.67 164.11 163.19
10 D 19.00 17.97 18.34 18.19 15.43 17.51
13 D 27.30 25.82 26.36 26.14 23.85 22.99

In the Case 2A (base case), when both groups Ih@eame curtailment strategy and

the same willingness to pay to avoid curtailmeotdg the generation and load of group

1 was curtailed most severely than the generatiohl@ad of group 2. This is because of

the congested lines 2-4 and 2-5 serve the heawads of the group 1, while for the

group 2 the main restriction is on line 1-5 whiem&s the load at bus 5.

The Case 2B shows a very modest increase in geresatd demand of group 2, when

the willingness to pay to avoid curtailment factor the group was increased to

15%/MW?.
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In Case 2C when group 1 becomes more selectiveetiudts show a slightly increment
in generation at bus 2, when compared with the @Bse

In Case 2D, when the group 2 shifts to a pointdimfpcurtailment strategy, the load at
bus 10 is considerably reduced in comparison vhighltase case, while the load at buses
5 and 13 increases, respectively. The nominal isgurtially restored in case 2E, when
the willingness to pay to avoid curtailment factor this contract is increased to

15%/MW?.

4.7.3 Modified IEEE 30-Bus Test System

The last case analyzed was the modified IEEE-30tésissystem. As in case 2, we
consider only bilateral and multilateral transagtipbecause those are the most common
transaction in deregulated environments. Table8 4.4.18 provide the system data used
in this case. All bus voltages must lie betweerb3-9..05 p.u. The system is shown in

Figure 4.3.

Figure 4.3: Modified IEEE 30—Bus Test System
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TABLE 4.16
BusDATA
Bus Pb Qo Qc Bus Pb Qo Qc
(MW) (MVAR) (MVAR) (MW) (MVAR) (MVAR)
2 21.7 12.7 0.0 17 18.0 116 0.0
3 4.8 2.4 0.0 18 6.4 1.8 0.0
4 15.2 3.2 0.0 19 19.0 6.8 0.0
5 94.2 19.0 0.0 20 4.4 1.4 0.0
7 45.6 21.8 0.0 21 35.0 22.4 0.0
8 30.0 30.0 0.0 23 6.4 3.2 0.0
10 11.6 4.0 19.0 24 17.4 13.4 4.3
12 22.4 30.0 0.0 26 7.0 4.6 5.0
14 12.4 1.6 0.0 29 4.8 1.8 0.0
15 16.4 5.0 0.0 30 21.2 3.8 4.0
16 7.0 3.6 0.0
TABLE 4.17
GENERATORSDATA
Bus VG I:)G Qmin Qmax Bus VG I:)G Qmin Qmax

(pu) (MW) (MVAR) (MVAR) (pu) (MW) (MVAR) (MVAR)

1.08 0.0 -40.0 100.0 8 1.08 794 -30.0 80.0
1.08 541 -40.0 100.0 11 1.08 79.6 -12.0 48.0
1.08 106.6 -40.0 80.0 13 1.07 101.2 -12.0 48.0

g N -
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TABLE 4.18
BRANCH DATA
Branch R (pu) X (pu) B (pu) Rating Branch R (pu) X (pu) B (pu) Rating
From To (MVA) From To (MVA)
1 2 0.0192 0.0575 0.0528 130 18 19 0.0639 0.1292  0000. 16
1 3 0.0452 0.1852 0.0408 130 19 20 0.0340 0.0680 0000. 32
2 4 0.0570 0.1737 0.0368 65 10 20 0.0936 0.2090 000.0 32
3 4 0.0132 0.0379 0.0084 130 10 17 0.0324 0.0845 0000. 32
2 5 0.0472 0.1983 0.0418 130 10 21 0.0348 0.0749  0000. 32
2 6 0.0581 0.1763 0.0374 65 10 22 0.0727 0.1499 000.0 32
4 6 0.0119 0.0414 0.0090 90 21 22 0.0116 0.0236 000.0 32
5 7 0.0460 0.1160 0.0204 70 15 23 0.1000 0.2020 000.0 16
6 7 0.0267 0.0820 0.0170 130 22 24 0.1150 0.1790 0000. 16
6 8 0.0120 0.0420 0.0090 50 23 24 0.1320 0.2700 000.0 16
9 11 0.0000 0.2080 0.0000 90 24 25 0.1885 0.3292  0000. 16
9 10 0.0000 0.1100 0.0000 90 25 26 0.2544 0.3800 0000. 16
12 13 0.0000 0.1400 0.0000 100 25 27 0.1093 0.2087 0.0000 16
12 14 0.1231 0.2559 0.0000 32 27 29 0.2198 0.4153 .0000 16
12 15 0.0662 0.1304 0.0000 32 27 30 0.3202 0.6027 .0000 16
12 16 0.0945 0.1987 0.0000 32 29 30 0.2399 0.4533 .0000 16
14 15 0.2210 0.1997 0.0000 16 8 28 0.0636 0.2000 0428. 32
16 17 0.0824 0.1923 0.0000 16 6 28 0.0169 0.0599 1300. 32
15 18 0.1073 0.2185 0.0000 16
Branch Transformer  Ratin Branch Transformer  Ratin
o RBW O XED BT WA prom 1 RPW O XEY SRR (wvA)y
6 9 0.0000 0.2080 0.978 65 4 12 0.0000 0.2560 0.932 65
6 10 0.0000 0.5560 0.969 32 28 27 0.0000 0.3960 680.9 65

Three multilateral groups sell and buy energy iis timarket. The group 1 makes
transfers from generators at buses 2 and 8 to ladoisses 2, 8, 15, 16, 19, 23, 26, 29 and
30. The group 2 makes transfers from generatdreasgs 11 and 13 to loads at buses 3, 4,
7,10, 12, 17, 20 and 24. The group 3 is formedytarerator at bus 5 and loads at buses
5, 14, 18 and 21.

If initial schedules submitted by the three groaps dispatched by the ISO, they
would cause congestion in the branches 6-8, 12Ati518-21, as shown in Table 4.19.
Therefore 1ISO has to curtail the initial power s8ams in order to maintain the system

within the specified limits.
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TABLE 4.19
LINE FLOWS OFINITIAL SCHEDULES
Branch S S Rating
From To J | (MVA)
6 8 53.83 54.06 50
12 15 36.84 35.57 32
10 21 38.04 37.15 32

As case 2, some curtailment strategies were carside

a) The group curtailment strategy (4.13) is employgdtte three groups and the
willingness to pay to avoid curtailment factor the groups is $/Mw?

b) The willingness to pay to avoid curtailment factdrgroup 1 is increased to
15%$/Mw?, but other information remains as case a).

c) Group 1 selects the separate curtailment straédy). The willingness to pay to
avoid curtailment factor for generator at bus 2e$ at 1%/Mw? while value at
bus 8 remains at&&mMw?.

d) The Group 3 abandons the group curtailment stra¢dy) and adopts the point-
to-point curtailment strategy (4.12) for the fondividual contracts (5-5, 5-14, 5-
18 and 5-21). The willingness to pay to avoid dimtant factor of each
individual contract is $/Mw? and the groups 1 and 2 maintain the group
curtailment strategy as case a).

e) The willingness to pay to avoid curtailment fackor the individual contract 5-18
is increased to 1&'Mw? while willingness to pay to avoid curtailment facof
the contracts 5-5, 5-14 and 5-21 remain @ty ?. Other information is the same

as case d).
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The results of the optimization process for allkecasated are shown in Table 4.20. The

optimal dispatch procedure results in uncongeststem solutions for all case studies.

TABLE 4.20
ORIGINAL AND CURTAILED GENERATION AND LOAD DATA FOR THEIEEE 30-BUS TEST
SYSTEM
Desired Curtailed Data
Bus Type
(MW) Case 3A Case 3B Case 3C Case 3D Case 3E
Loss Compensation
1 G 6.55 4.77 5.13 4.76 5.26 5.20
Group 1
2 G 54.10 39.43 50.01 48.20 53.68 51.52
8 G 79.40 74.18 75.45 62.38 76.65 76.18
2 D 21.70 18.47 20.39 17.98 21.18 20.76
8 D 30.00 25.53 28.19 24.85 29.29 28.70
15 D 16.40 13.96 15.41 13.59 16.01 15.69
16 D 7.00 5.96 6.58 5.80 6.83 6.70
19 D 19.00 16.17 17.86 15.74 18.55 18.17
23 D 6.40 5.45 6.01 5.30 6.25 6.12
26 D 7.00 5.96 6.58 5.80 6.83 6.70
29 D 4.80 4.08 451 3.98 4.69 4.59
30 D 21.20 18.04 19.92 17.56 20.70 20.28
Group 2
11 G 79.60 68.45 73.99 67.26 79.60 79.60
13 G 59.80 58.61 50.79 59.80 57.03 53.99
3 D 4.80 4.37 4.30 4.38 4.70 4.60
4 D 15.20 13.85 13.61 13.85 14.90 14.57
7 D 45.60 41.56 40.82 41.56 44.69 43.70
10 D 11.60 10.57 10.38 10.57 11.37 11.12
12 D 22.40 20.42 20.05 20.42 21.96 21.47
17 D 18.00 16.41 16.11 16.41 17.64 17.25
20 D 4.40 4.01 3.94 4.01 4.31 4.22
24 D 17.40 15.86 15.58 15.86 17.05 16.68
Group 3
5 G 148.00 113.64 107.50 115.10 128.42 129.54
5 D 94.20 72.33 68.42 73.26 94.19 94.19
14 D 12.40 9.52 9.01 9.64 9.48 6.85
18 D 6.40 491 4.65 4.98 0.43 3.78
21 D 35.00 26.87 25.42 27.22 24.32 24.71
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In Case 3A, the three groups use the same curtatirsgategies with identical
willingness-to-pay factors, and this results in@wer transactions getting curtailed in
varying degrees.

In Case 3B, the willingness to pay of group 1 iy@ased. The result is a proportionate
increase in the power transferred not only by tleeg 1, but also by the group 2; and a
considerable reduction in the transactions reqdéstehe group 3.

In Case 3C, the separate curtailment strategyafpgl provide a considerable increase
in power injected by generator 2 and a considersddection in power injected by the
generator 8. The others groups were not affeatactipally for this strategy.

In Case 3D the use of different curtailment stratéay the group 3 seems to affect
some transactions more than others. For instahedrdansaction between buses 5 and 18
gets relatively heavily curtailed. This is remediadCase 3E where the willingness to

pay factor for this transaction is increased té /BN .

4.7.4 Rate of Convergence of the Proposed Framewanrd Statistical Results

Table 4.21 provides the statistical results for¢hee studies based on 50 independent
runs of the DE algorithm. In this tabBSF and WSFrefer to best solution and worst
solution found, respectively. Figure 4.4 shows ¢bhavergence rate of the algorithm for
the Case 2. Note that the DE algorithm obtains gexyd solutions in a few iterations for

all case studies.
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Case 1A Case 2D Case 3D

Average 31,231.45 212.19 1,192.10
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Figure 4.4: Rate of Convergence of the DE Algorithnfior the IEEE 14-Bus Test

System Case Study
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4.8 CONCLUSION

In deregulated power systems, with open transmiss@zess, congestion management
is one of the most challenging operational problew#h the trend of an increasing
number of bilateral and multilateral contracts sitted for electricity market trades, the
possibility of insufficient resources in the transsion system may be unavoidable.

In this statement, the role for the transmissicstesy operator is to create a set of rules
that ensure sufficient control over producers aodsamers to maintain an acceptable
level of power system security and reliability hretshort term and long term operation.
An optimal power flow, with two simultaneous objees: cost minimization and
minimization of transaction deviations, can be deyed to solve the congestion
problem.

The results obtained show that the willingness ay pnd the curtailment strategy
selected by market participants are two factorst thdl significantly affect the
constrained dispatch. Obviously, while higher thliwgness to pay, less the curtailment
of the transaction requested, but the complex aoteans among market participants

underline the need for careful design of the didpatrategies.
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CHAPTER 5
POWER SYSTEMS STATE ESTIMATION

5.1 INTRODUCTION

Through the years, interconnected power systems haecome much more complex
and the task of securely operating the systemsbeasme more difficult. To help
avoiding major system failures and regional powkckouts, electric utilities have
installed more extensive supervisory control anth decquisition (SCADA) systems
throughout the network, which support computer-tlasgstems at the energy control
center. The database created serves in supportivigearange of applications, some to
ensure the economic operation and others to adbessecurity of the system if
transmission line outages or other equipment fedwhould occur.

Before executing any security assessment progratakorg any control action in the
system, a reliable estimate of the existing statth® system must be determined. The
state estimation program provides an estimate efsystem state and a quantitative
measure of how good that estimate is, before iuged for real time power flow
calculations or for on-line security purposes [55].

Besides some of the inputs typically required faynwentional power flow
calculations, additional measurements should beiged in order to counteract the effect
of inaccurate (or missing) data due to instrumaiitifes. A good state estimation will
smooth out small random errors in measurementsctland identify large measurement
errors, and compensate for missing data [56]. Toss errors detected in the course of

state estimation are automatically filtered outpiiaving the reliability of the estimation.
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Since state estimation provides the platform fowvamded security monitoring
applications in control centers, this is perhaps mhost important application of the
Phasor Measurement Units (PMUS) in power syste&)improve the monitoring and
control functions of power systems through accyragnchronized, and direct
measurement of the system state. The greatestibemmies from their unique capability
to provide real time synchronized measurementsh\WiMUs the security indicators
produced by these advance applications are repedsenof the true real time status of
the power system. The challenge therefore is torpurate the information provided by
the PMUs in the conventional state estimator torowe the assessment of the current
state of the system [57].

On the other hand, the operational constraintsbeautilized effectively in enhancing
the reliability of the state estimators. These t@msts may represent the zero injections
at the switching substations, or the bounds impasethe reactive power injections at
the generator buses, or the upper and lower liamtghe tie-line power flows at the area
boundaries, etc. Estimates of the system statelsbedome more reliable, if these
constraints are incorporated into the estimatiomtdation [58].

In this chapter we propose to use the Differersdlution algorithm for solving the
Weighted Least Squares State Estimation problecorporating the information of the
PMUs to the original formulation. Besides, we prepdo analyze the effect of equality
and inequality constraints and how the solutiommproved (or degraded) when these

constraints are included in the original formulatio
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5.2 STATE ESTIMATION PROBLEM FORMULATION

5.2.1 Weighted Least Squares (WLS) State Estimafooblem Formulation

In the least-squares formulation, the objectiveisninimize the sum of the squares
of the difference between the measured value amcstimated value, weighted by the

variance of their corresponding meter error. Thetheraatical formulation of the

problem is [55], [56], [59]-[62]:

Min J(x) = Zm;%[; ~h(x)T (5.1)
i=1 Y
where
X : vector of unknown values to be estimated
m : number of independent measurements
o’ : variance of thé" measurement
z 1 i"™ measurement value
h (x) : function used to calculate the estimated valugef" measurement

The standard deviatiors; of each measurement provides a way to reflect the

expected accuracy of the corresponding meter ubed.instance, if the standard
deviation is large, the measurement is relativelgccurate, while a small standard

deviation value indicates a small error range.

In the WLS formulation, the vector of state varegbl§k) usually includes the

following states:
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1) Complex nodal voltages:
* Voltage magnitudesy).
* Phase anglesX).

2) Transformers turns ratio:

* Turns ratio magnitudesTy).

 Phase shift angless ).

When using only the complex voltages for a systém buses, the state vector will
have @N-1) elementsN bus voltage magnitudes ard-{) phase angles, since the phase
angle of the reference bus is set to an arbitratyey (typically 0°). The state vector) (

will have the following form, assuming bus 1 is sbno as the reference bus.

x=[52 o, - O

n

v, V, - V] (5.2)

5.2.2 The Measurement Functior(x)

The most commonly used measurements in state éstimae the line power flows,

bus power injections, bus voltages magnitudes, lam&l current magnitudes. The
h(x)functions will be nonlinear functions, except fdretvoltage measurements, in
which the h (x) function is simply the voltage magnitude being mgad. Thus, the

corresponding measurement functions for each ofbieve types of measurements are

stated as [61]-[62]:



* Real and reactive power injections

R=V3V (G cosg + B sing)

=1
Ng

Q=VY V(Gsing - B cosg)

=L

* Real and reactive power flow from but busj:

P :\42(% + Q)‘VY( g cosq +ijbsiré)
Q =-V*(h +§)-VYY( gsing - ;bcosy )

» Line current flow magnitude from bugo busj:

ij \/I

Or ignoring the shunt admittange,; + jb,)

g; + ij

gsi + jbsi

ly :\/(gij2 +1°) (V¥ +Y*-2vy cosg )

: voltage magnitude and phase angle atibus

: phase angle difference between busas]

- ij™ element of the complex bus admittance matrix
: admittance of the series branch connecting biused|
: admittance of the shunt branch connected at bus

: total number of buses of the system being studied
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(5.3)

(5.4)

(5.5)

(5.6)

(5.7)

(5.8)
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5.2.3 Weighted Least Squares (WLS) State Estimati@rmulation with Phasor

Measurement Units (PMUSs)

Phasor Measurement Units (PMUs) are among the miasesting developments in
the field of real-time monitoring of power syster®84Us provide real time measurement
of positive sequence voltages and currents at peysem substations. Synchronicity
among phasor measurement units (PMUSs) is achieyezhimme-time sampling of voltage
and current waveforms using a common synchronigiggal from a global positioning
satellite (GPS). Data from substations are colteetiesuitable sites, and by aligning the
time stamps of the measurements, a coherent piofuree state of the system is created
[63]. Many applications of these measurements Ha@n described in the literature.
State estimation, stability prediction, and adaptelaying are some of these applications
in power systems [64]-[66].

Since state estimation provides the platform fowamded security monitoring
applications in control centers, this is perhaps mhost important application of the
phasor measurement units (PMUSs). Their impact engblution of the traditional state
estimation algorithms, observability analysis anad bdata identification, has been
reported in the literature [67]-[72].

Several methods have been proposed to integratsophaeasurements to the
classical WLS algorithm. Basically, the methodsoire accommodating the direct angle
measurements to the classical measurement sethwhgults in a balanced set of
measurement equations, as shown in (5.9) and (5.30ce PMUs measurements have

much smaller error variances than all the othewentional meters, the addition of these
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phase angle measurements to a conventional stateats could greatly increase the

accuracy of the solution obtained.

z=[z, z] (5.9)
where
Q
Z,= zz=| Q (5.10)
V

direct angle measurement \RikhUs

P, Q are the real and reactive power flows throughijtéranch of the systen®, Q
are the real and reactive power injected atitheus of the systemy, is the voltage
magnitude at bus J, is the direct angle measured with the PMU atibus

On the other hand, selection of reference bus besomore complicated in the
presence of phasor measurements. For a given seeagurements, the choice of angle
reference (zero or non-zero) establishes the gmuglile in the solved network. At the
same time, phase angles are measured with respsotrte other reference that has no
power system significance. For phasor measurenteni& properly used in estimator
solution, the reference bus must chosen among hwmgbsphasor measurements and
values of all remaining phasor measurements mustopeected by the value of the

reference measurement, as shown in (5.11)
0 =90 (5.11)
Whered andd are the estimated and corrected value for thegshmeasurement at bus

I, and 9, is the reference measurement. To avoid furthemtioations, in our approach
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0,

T

IS selected to be the same as the state estimafierence, so it is not necessary to

correct the phasor measurement estimated in tleegso

5.2.4 Weighted Least Squares (WLS) State Estimatiotin Equality and Inequality

Constraints

The constrained WLS estate estimation problemnsifitated so that the operational
constraints on the various measurements may belatmbduring the estimation process.
Estimates of the system states, becomes more legliab these constraints are
incorporated into the estimation formulation.

Equality constraints are introduced in the WLS estastimation formulation for
modeling very accurate virtual measurements su@eisinjections or net injections at a
particular bus of a power system that are previospécified to a fixed value. To avoid
the use of high weights in the traditional WLS stastimation formulation, these
measurements are modeled as explicit constraintadégoroblem [73]-[76].

The use of inequality constraints is justified Hey are needed to make an
unobservable system observable. Limits, such asmmm and maximum real and
reactive power injections/flows, transformers amge shifters, could also be used to
improve the representation of unobservable partghef network. Furthermore, the
inequality constraints are useful for external egststate estimation with insufficient
local redundancy. These constraints take the fofnbaundary constraints of the
measurements and help to reject bad data measuretaead in the external subsystem

[75]-[78].
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The constrained WLS state estimation could be ftated as follows:

Min J(x) =i%[; -h(x)] (5.12)
i=1 O
subject to
X)=2
z gs(fzx) sezu (5.13)
where
Z : i™ unconstrained measurement
z, : vector of equality constrained measurements
2,2, : vector of lower and upper limits, respectivel/jreequality constrained
measurements
g(x) : nonlinear function vector corresponding to egyalonstrained measures
f(x) : nonlinear function vector corresponding to indgy&onstrained measures

Several methods such as, penalty, barriers, lagnamglaxation, interior points, have
been proposed in the literature to solve the caimsgd WLS state estimation problem
[73]-[79]. In our thesis work, we propose to use ifferential Evolution optimization
algorithm to solve both, the WLS State EstimatiothwPhasor Measurement Units

(PMUs) and the Constrained WLS State Estimation.
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5.3 DE MODEL FOR POWER SYSTEMS STATE ESTIMATION

As described before, in the WLS state estimatiomidation the objective is to
minimize the sum of squares of the difference betwéhe measured value and the
estimated value, weighted by the variance of tb@iresponding meter error.

Control Variables The set of control variables used in the optirtiiraprocess were:

» Bus voltages magnitude¥,
* Phase angles}

Since the phase angle of the reference bus i® s#t tirbitrary value, such as 0, the

state vectorx) will have the following form.

x=[d, & - &, V, V, - VI (5.14)
Initialization: All the control variables are initialized randgnwithin their feasible
bounds by means of (2.3). If during the evolutioagess, any of these settings become

unfeasible, they were adjusted using the boundaeyator (2.8).

Objective Function Minimize the weighted sum of the squares of thrers, with

weights chosen equal to the reciprocal of the spwading error variances:

Ng (Vmeas V es) Nay; (P meas_ P )? Nowy ( Q meas Q th

=1 % ' Z oy ' ; o¢
F(x)= | | ? (5.15)
+pr|0w (mea; : pﬂi:} ) . N% " (Qﬂmeas Qﬂ est)

i= o’
Pﬂovq =1 Qflovq

i=1
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When considering phasor measurement units (PMUs$henWLS state estimation

formulation, the objective function is transfornted

N\/ V meas V es 5 meas_ 5 NHnj II:) meas g'[
e Bl 8 Ll
i=1 5' i=1 P

F(X)= 2ntslack ) , (516)
+r\§ ( meas __ Q es) . NF.iw (Pfrlzsvfls: Pﬂs\S/«;) r\% . (Qﬂmeas2 Qﬂ est)

iz i= g
QI i=1 Pflovq i=1 Qﬂowi

where the variables are defined as follows

N, : number of voltage measurements
N, : number of angle measurements
uy qu_ : number of real and reactive power injection measents
P Noo, - number of real and reactive power flow measurdgmen
meas es : measured and estimated value forithmeasurement data

Penalty Functionsin the constrained WLS state estimation formolatthe objective

function could be modified adding penalty factowshen equality and inequality
constraints are not satisfied. The equality com#saare modeled as real and reactive
power injections at specific buses of the systehe hequality constraints include real
and reactive power flow constraints, used to mdaelinteraction with external systems
with insufficient local redundancy.

c. Equality Penalty Functian Real and reactive power injections measurements

specific buses were modeled through equality pgmhaftctions:
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Gl(X):wiE“ Fg—\(ﬁ_B \4((5, cosd + B sing )‘ (5.17)
G, (X) =w2_NzE Q —Vfw (Gsing - B cosy )‘ (5.18)

Wherew; is thei™ equality penalty factor andll; is the set of equality constraints.

d. Inequality Penalty Function®Real and reactive power flow limits were modeled

as inequality penalty functions for the case stdie

(5.19)

H,(X) =,y max 0,Q Q™ , Q™ - Q]

(5.20)

Wherey; is thei™ inequality penalty factor andll, is the set of inequality constraints.

Fitness Function The fitness function used in the optimization qgggs was a

combination of the original objective function withe equality and inequality penalty

functions, as shown in (5.21):

F'(X)=F (X)+G,(X)+G,(X )+ H, (X )+ H,(X ) (5.21)
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5.4 WEIGHTED LEAST SQUARES (WLS) STATE ESTIMATION W ITH
PHASOR MEASUREMENT UNITS CASE STUDIES AND RESULTS
In order to demonstrate the effectiveness of tresphmeasurement units improving

the reliability of the estimation process, variaases were analyzed.

5.4.1 Case 1: Six-Bus Test System
A simple six bus test system [59], shown in Fighrg, is used to demonstrate the
effectiveness of the proposed approach improvirgréhiability of the estimators. The

system and measurement data for the base cadeoave g Tables 5.1 and 5.2.

—)— P+jC measurement

O---- KV measurement

. """ J measurement

Figure 5.1: Six-Bus Test System with Measurementsdcation



TABLE 5.1
SYSTEM DATA
Branch
R (pu X (pu B (pu
From Bus To Bus (pu) (pu) (pu)
1 2 0.10 0.20 0.04
1 4 0.05 0.20 0.04
1 5 0.08 0.30 0.06
2 3 0.05 0.25 0.06
2 4 0.05 0.10 0.02
2 5 0.10 0.30 0.04
2 6 0.07 0.20 0.05
3 5 0.12 0.26 0.05
3 6 0.02 0.10 0.02
4 5 0.20 0.40 0.08
5 6 0.10 0.30 0.06
TABLE 5.2
MEASUREMENTDATA
Voltage and Power Injection Measurements
Bus KV MW MVAR Bus KV MW MVAR
1 238.4 113.1 20.2 4 225.7 -71.8 -71.9
2 237.8 48.4 71.9 5 225.2 -72 -67.7
3 250.7 55.1 90.6 6 228.9 -72.3 -60.9
Power Flow Measurements
From Bus To Bus MW MVAR From Bus To Bus MW MVAR
1 2 31.5 -13.2 2 1 -34.9 9.7
1 4 38.9 21.2 4 1 -40.1 -14.3
1 5 35.7 9.4 5 1 -36.6 -17.5
2 3 8.6 -11.9 3 2 2.1 10.2
2 4 32.8 38.3 4 2 -29.8 -44.3
2 5 17.4 22 5 2 -11.7 -22.2
2 6 22.3 15 6 2 -19.6 -22.3
3 5 17.7 23.9 5 3 -25.1 -29.9
3 6 43.3 58.3 6 3 -46.8 -51.1
4 5 0.7 -17.4 5 4 2.1 -1.5
5 6 2.1 -0.8 6 5 1.0 2.9
Meter Precisions
Measurement Standard Deviatiay) (
Voltage Magnitudey 3.83 KV
Real PowerP 5 MW

Reactive PowerQ 5 MVAR

90
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To test the capability of the Differential Evoluti@lgorithm solving the WLS State
Estimation problem, two cases were analyzed. In firt case (Case 1A) the
measurement data used was the same as the showablen5.2. In Case 1B, instead of
the measurements of real and reactive power iojestat bus 5, phasor measurement

units with standard deviatiow) of 0.1 degrees were added in buses 5 and 6 ,0amsh

Table 5.3.
TABLE 5.3
ANGLE MEASUREMENTS
Angle Measurements
Bus Degrees Bus Degrees
5 -5.3193 6 -6.1136

These angle measurements were obtained by addidgmaerrors to the true angles
magnitudes. The errors were selected from the $ehumbers having a normal
probability density function with zero mean andnstard deviation specified for each

measurement type, as shown as follows:

M =T +(V, xa) (5.22)
where:
M, :i"™ measured value
T £ i"™ true value
o, : standard deviation corresponding to ifAeneasured value
V. : random number normally distributed with zero meaad standard deviation

one
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Table 5.4 shows the control parameters of the Rfrahm used in the proposed
approach. These control parameters (scaling factossover constant and population
size) were determined via parameter tuning. Allsrwere limited to a maximum of 1000
iterations. The DE strategy used in all cases wa&dnd/1/bin. Table 5.5 presents a
comparison of the solutions obtained by both came$ the Gradient Newton based

method (GNSE) used in [59].

TABLE 5.4
CONTROL PARAMETERS OF THEDE ALGORITHM
Control Case 1A Case 1B
Parameters
F 0.6 0.6
Cr 0.9 0.9
Np 50 50

As shown in Table 5.5, the solutions obtained b lapproaches are pretty similar to
those obtained by the main classical approach. Mekyén order to demonstrate which
solution is closest to the true values, the Meawa8g Error (MSE) analysis was

performed. The MSE is defined as follows [80]:

MSE:NiZm:( E-T) (5.23)

m i=1

where

E - i estimated value
. :th

T 10 true value

N : number of measures
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TABLE 5.5
COMPARISON OFESTIMATED VALUES

Voltage and Power Injection Measurements

Bus KV MW MVAR
GNSE Case 1A Case 1B GNSE Case 1A Case 1B GNSE 1@aseCase 1B
1 240.6 240.9 241.2 111.9 110.2 110.1 18.7 19.3 8 19.
2 239.9 240.1 240.3 47.5 47.3 47.2 70.3 70.1 70.6
3 244.7 244.9 245.1 59.5 60.1 59.9 87.4 87.3 87.8
4 226.1 226.3 226.6 -70.2 -70.4 -70.6 -70.2 -70.0 69.5
5 225.3 2255 2254 -71.8 -71.8 - -69.4 -69.6 -
6 230.1 230.2 230.5 -68.9 -67.6 -67.8 -65.8 -66.5 65.9
Power Flow Measurements
From Bus To Bus MW MVAR
GNSE Case 1A Case 1B GNSE Case 1A Case 1B

1 2 30.4 29.7 29.7 -14.4 -14.0 -14.0

1 4 44.8 44.3 44.4 21.2 21.4 21.3

1 5 36.8 36.2 36.0 11.8 12.0 125

2 3 3.0 2.5 2.5 -12.6 -12.5 -12.4

2 4 324 32.8 32.8 45.3 45.0 44.9

2 5 15.6 15.6 154 14.8 14.9 154

2 6 25.9 25.2 25.2 10.8 11.2 11.2

3 5 19.2 19.5 194 22.9 22.8 234

3 6 43.3 43.0 43.0 58.3 58.5 58.4

4 5 4.3 4.1 4.1 -5.1 -5.0 -4.6

5 6 1.3 0.9 1.1 -10.1 -9.9 -10.5

2 1 -29.4 -28.7 -28.8 119 115 115

4 1 -43.6 -43.2 -43.2 -20.7 -20.9 -20.9

5 1 -35.6 -35.1 -34.9 -13.6 -13.9 -14.5

3 2 -3.0 -2.4 -2.5 6.2 6.0 6.0

4 2 -30.9 -31.4 -31.4 -44.4 -44.1 -44.1

5 2 -15.1 -15.1 -14.9 -17.4 -17.5 -18.0

6 2 -25.4 -24.6 -24.7 -14.5 -14.9 -14.9

5 3 -18.1 -18.4 -18.2 -25.8 -25.6 -26.2

6 3 -42.3 -42.1 -42.1 -55.7 -55.9 -55.8

5 4 -4.2 -4.1 -4.0 -2.5 -2.7 -3.1

6 5 -1.2 -0.8 -1.1 4.4 4.2 4.8

Angle Measurements

Degrees Bus Degrees
GNSE Case 1A Case 1B GNSE Case 1A Case 1B

Bus

5 - - -5.3212 6 - - -5.9588
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The MSE provides an average error for all estimasddes such that smaller values
of MSE indicate a more accurate estimation proaadliable 5.7 summarizes the results

of the MSE analysis. The true values used in th&M&alysis are shown in Table 5.6.

TABLE 5.6
TRUE STATE VALUES
Voltages and Power Injections
Bus KV MW  MVAR Bus KV MW  MVAR
1 241.5 107.9 16 4 227.6 -70 -70
2 241.5 50 74.4 5 226.7 -70 -70
3 246.1 60 89.6 6 231 -70 -70
Power Flows
From Bus To Bus MW MVAR From Bus To Bus MW  MVAR
1 2 28.7 -15.4 2 1 -27.8 12.8
1 4 43.6 20.1 4 1 -42.5 -19.9
1 5 35.6 11.3 5 1 -34.5 -13.5
2 3 2.9 -12.3 3 2 -2.9 5.7
2 4 33.1 46.1 4 2 -31.6 -45.1
2 5 155 15.4 5 2 -15 -18
2 6 26.2 12.4 6 2 -25.7 -16
3 5 19.1 23.2 5 3 -18 -26.1
3 6 43.8 60.7 6 3 -42.8 -57.9
4 5 4.1 -4.9 5 4 -4 -2.8
5 6 1.6 -9.7 6 5 -1.6 3.9
Angles
Bus Degrees Bus Degrees
5 -5.276 6 -5.947
TABLE 5.7
MEAN SQUARE ERRORANALYSIS RESULTS
Measurements GNSE Case 1A Case 1B
Voltages 1.7250 1.2621 0.9010
Angles - - 0.0011

Power Real 4.4983 3.6388 3.5436
Injections Reactive  7.8300 7.8822 9.7352
Power Real 0.6327 0.3996 0.3440
Flows Reactive  1.0109 1.0021 1.1233
All Values 1.9432 1.7345 1.6788
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The MSE results demonstrate that the Differentiaolition state estimation
approach (Case 1A) is more accurate than the itvadlt Gradient Newton state
estimation procedure. When incorporating phasor soregment units in the state
estimation formulation (Case 1B), this accuracymproved even further, providing a

better estimate of the system state than the adtaira the main classical approach.

5.4.2 Case 2: Modified IEEE 14-Bus Test System
The proposed approach was also applied to a mddiE&EE 14-bus test system,

shown in Figure 5.2. The system and measuremeatusad in the analysis are shown in

Tables 5.8 and 5.9.

{>— F+jO measurement

O+ KV measurement

. """ ¢ measurement

Figure 5.2: Modified IEEE 14-Bus Test System with Masurements Location
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TABLE 5.8
SYSTEM DATA
Branch RGU — XGu  BEU Branch RGU — XGu  BeU
From To From To
1 2 0.0194 0.0592 0.0528 6 12 0.1229 0.2558 0.0000
1 5 0.0540 0.2230 0.0492 6 13 0.0662 0.1303 0.0000
2 3 0.0470 0.1980 0.0438 9 10 0.0318 0.0845 0.0000
2 4 0.0581 0.1763 0.0374 9 14 0.1271 0.2704 0.0000
2 5 0.0570 0.1739 0.0340 10 11 0.0821 0.1921 0.0000
3 4 0.0670 0.1710 0.0346 12 13 0.2209 0.1999 0.0000
4 5 0.0134 0.0421 0.0128 13 14 0.1709 0.3480 0.0000
6 11 0.0950 0.1989 0.0000
From e To R (pu) X (pu) T;zgsg);?oer From et To R (pW) X (pw) T;zgsg);?oer
4 7 0.0000 0.2091 0.978 7 8 0.0000 0.1762 1.000
4 9 0.0000 0.5562 0.969 7 9 0.0000 0.1100 1.000
5 6 0.0000 0.2520 0.932
TABLE 5.9
MEASUREMENTDATA
Voltage and Power Injection Measurements
Bus KV MW MVAR Bus KV MW MVAR

1 24281 229.51 -18.90 10 - -11.41 -4.57

2 - 19.44 32.87 11 - -3.54 -0.78

3 - -95.00 2.99 12 - -6.41 1.78

7 - 2.58 -4.34 14 - -14.39 -6.29

8 - 1.34 17.94

Power Flow Measurements
From Bus To Bus MW MVAR From Bus To Bus MW MVAR

1 2 157.60 -18.83 7 9 29.14 4.50

2 3 73.16 1.92 12 13 -1.32 -1.63

3 4 -23.96 -1.39 13 14 5.24 1.91

4 7 24.25 -10.07 4 2 -55.15 5.09

4 9 16.89 0.69 5 4 63.48 -17.38

5 6 46.01 13.20 11 6 -9.38 -6.46

6 13 17.87 5.52 5 2 -39.38 -1.50

7 8 1.35 -18.33

Meter Precisions
Measurement Standard Deviatiat) (
Voltage Magnitudey 1KV
Real PowerP 2 MW

Reactive PoweiQ 2 MVAR
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In order to analyze the improvement in the estiomaprocess by means of the use of
phasor measurement units, three cases were addiréissthe first case (Case 2A) the
state estimation were conducted using the measuteda¢a given in Table 5.9. In the
second case (Case 2B) phasor measurement unitsstaitidlard deviationo] of 0.1
degrees were installed in buses 2, 4, 9, 11 andT@3maintain a comparable set of

measurements, the following measures were elindrfatethe state estimation process:

Real power injection at bus 8.

Reactive power injection at bus 3.

Real power flow between buses 4 and 9.

Reactive power flow between buses 7 and 9.

In the third case (Case 2C) the standard deviatiothe phasor measurement units
considered in the analysis was 5 degrees. The otf@mation remains as in Case 2B.
The angle measurements data for both cases amigiVi@ble 5.10.

TABLE 5.10
ANGLE MEASUREMENTS

Angle Measurements (Degrees)
Bus Case 2BCase 2C Bus Case 2BCase 2C
-4.970 -4.412 11 -14.869 -18.259
-10.312 -10.022 13 -15.048 -8.904
-14.864 -11.364

O DN

Table 5.11 shows the control variables used irptiposed approach. These control
parameters (scaling factor, crossover constantpapdlation size) were determined via
parameter tuning. All runs were limited to a maxim of 4000 iterations. The DE

strategy used in all cases was DE/rand/1/bin. Ta&d@ presents a comparison of the
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solutions obtained by the traditional state estiomaformulation with those in which

phasor measurement units were considered.

TABLE 5.11
CONTROL PARAMETERS OF THEDE ALGORITHM
Control Case 2A Case 2B Case 2C
Parameters
F 0.6 0.6 0.6
Cr 0.9 0.9 0.9
Np 80 80 80
TABLE 5.12
COMPARISON OFESTIMATED VALUES
Voltage and Power Injection Measurements
BUS KV MW MVAR
Case 2A Case 2B Case2C Case2A Case2B Case 2 2fasCase 2B Case 2C
1 242.61 243.46 242.99 230.76 230.52 230.71 -18.24 8.211  -18.23
2 - - - 19.03 18.83 18.96 31.21 31.36 31.36
3 - - - -94.93 -94.92 -94.88 2.09 - -
7 - - - 3.12 3.34 3.45 -3.82 -3.73 -3.75
8 - - - 0.26 - - 18.63 18.68 18.67
10 - - - -11.70 -11.73 -11.72 -4.99 -4.99 -4.97
11 - - - -4.55 -4.60 -4.62 -2.11 -2.04 -2.06
12 - - - -7.30 -7.19 -7.29 0.18 0.12 0.17
14 - - - -14.49 -14.20 -14.51 -5.76 -5.85 -5.73
Power Flow Measurements
FromBus To Bus MW MVAR
Case 2A Case 2B Case2C Case2A Case2B Case2C
1 2 155.88 155.73 155.81 -21.37 -21.24 -21.25
2 3 73.43 73.28 73.30 4.62 5.31 5.30
3 4 -23.87 -23.98 -23.93 1.33 0.43 0.40
4 7 25.77 26.37 25.58 -8.29 -8.15 -8.27
4 9 15.45 - - -0.15 -0.04 -0.12
5 6 45,51 44.42 45.35 12.14 12.11 12.16
6 13 17.39 16.34 17.31 4.97 5.50 5.01
7 8 -0.26 0.59 0.48 -18.11 -18.16 -18.15
7 9 29.15 29.13 28.55 458 - -
12 13 1.02 0.83 1.01 1.19 1.34 1.20
13 14 4.97 5.62 4.93 3.11 2.90 3.18
4 2 -54.50 -54.45 -54.51 4.01 4.06 4.15
5 4 63.97 64.07 63.98 -17.53 -17.52 -17.53
11 6 -7.55 -8.33 -7.49 -4.18 -3.95 -4.25
5 2 -40.10 -40.03 -40.12 -1.61 -1.55 -1.47
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Angle Measurements

Degrees Degrees

Bus Bus
Case 2A Case 2B Case 2C Case 2A Case 2B Case 2C
2 - -4.967 -4.989 11 - -14.848 -14.937
4 - -10.332 -10.384 13 - -15.095 -15.365
9 - -14.839 -14.788

As shown in Table 5.12 similar results were obtdin®y the three approaches,
however, as in previous case, the Mean Square Bnadysis were conducted, in order to
determine the closest solution to the real (triajesvalues. These true state values are

given in Table 5.12. The results of the Mean Sqiarer analysis are shown in Table

5.13.
TABLE 5.12
TRUE STATE VALUES
Voltages and Power Injections
Bus KV MW MVAR Bus KV MW  MVAR

1 243.8 232.39 -16.78 10 - -9.00 -5.80
2 - 18.30 30.04 11 - -3.50 -1.80

3 - -94.20 4.60 12 - -6.10 -1.60

7 - 0.00 0.00 14 - -14.90  -5.00

8 - 0.00 18.06

Power Flows
From Bus To Bus MW MVAR From Bus To Bus MW MVAR

1 2 156.84 -20.40 7 9 28.00 6.88
2 3 73.20 3.56 12 13 1.63 0.80
3 4 -23.32 3.01 13 14 5.70 1.99
4 7 28.00 -9.03 4 2 -54.44 3.19
4 9 16.03 0.04 5 4 61.59 -15.05
5 6 44.22 12.73 11 6 -7.36 -3.83
6 13 17.79 7.42 5 2 -40.63 -1.76
7 8 0.00 -17.58

Angles
Bus Degrees Bus Degrees
2 -4.981 11 -14.800
4 -10.318 13 -15.174
9 -14.935
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TABLE 5.13
MEAN SQUARE ERRORANALYSIS RESULTS
Measurements Case 2A Case 2B Case 2C
Voltages 1.4225 0.1175 0.6514
Angles - 0.0037 0.0163
Power Real 2.6160 3.2291 3.2366
Injections  Reactive 3.2484 2.8132 2.8360
Power Real 1.1110 1.1559 1.1663
Flows Reactive 1.7181 1.6934 1.8989
All Values 1.9722 1.7673 1.8445

The MSE results show that the inclusion of phaseasnrements units in the state
estimation procedure improves the accuracy of tietisn obtained, even if the error

variance of the equipments is poor (Case 2C).

5.4.3 Case 3: Modified IEEE 30-Bus Test System

In order to test and validate the proposed appraadarger systems, the modified
IEEE 30-bus test system was used as test casensylte system and measurement data
used in the analysis are shown in Tables 5.14 &lfsl Bespectively. The measurements

location is shown in Figure 5.3

TABLE 5.14
SYSTEM DATA
Branch R(U  X(u B (pu) Branch R(U  X(pu) B (pu)
From To From To

1 2 0.0192 0.0575 0.0528 18 19 0.0639 0.1292 0.0000
1 3 0.0452 0.1852 0.0408 19 20 0.0340 0.0680 0.0000
2 4 0.0570 0.1737 0.0368 10 20 0.0936 0.2090 0.0000
3 4 0.0132 0.0379 0.0084 10 17 0.0324 0.0845 0.0000
2 5 0.0472 0.1983 0.0418 10 21 0.0348 0.0749 0.0000
2 6 0.0581 0.1763 0.0374 10 22 0.0727 0.1499 0.0000
4 6 0.0119 0.0414 0.0090 21 22 0.0116 0.0236 0.0000
5 7 0.0460 0.1160 0.0204 15 23 0.1000 0.2020 0.0000
6 7 0.0267 0.0820 0.0170 22 24 0.1150 0.1790 0.0000
6 8 0.0120 0.0420 0.0090 23 24 0.1320 0.2700 0.0000
9 11 0.0000 0.2080 0.0000 24 25 0.1885 0.3292 0.000
9 10 0.0000 0.1100 0.0000 25 26 0.2544 0.3800 0.000
12 13 0.0000 0.1400 0.0000 25 27 0.1093 0.2087 00.00
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12 14 0.1231 0.2559 0.0000 27 29 0.2198 0.4153 00.00
12 15 0.0662 0.1304 0.0000 27 30 0.3202 0.6027 00.00
12 16 0.0945 0.1987 0.0000 29 30 0.2399 0.4533 00.00
14 15 0.2210 0.1997 0.0000 8 28 0.0636 0.2000 8.042
16 17 0.0824 0.1923 0.0000 6 28 0.0169 0.0599 0.130
15 18 0.1073 0.2185 0.0000
FromBranch - R (pu) X (pu) T%r;)sg);rsiwoer FromBranch - R (pu) X (pu) T_gr;)sgg?sr
6 9 0.0000 0.2080 0.978 4 12 0.0000  0.2560 0.932
6 10 0.0000 0.5560 0.969 28 27 0.0000  0.3960 0.968
TABLE 5.15
MEASUREMENTDATA
Voltage and Power Injection Measurements
Bus KV MW MVAR Bus KV MW MVAR
1 242.88 261.77 -16.86 15 -7.55 -1.92
2 18.48 37.16 16 -3.03 1.16
3 -3.67 -3.54 21 -19.87  -11.86
8 -28.86 1.95 23 -0.26 -0.60
10 -6.33 15.71 24 -8.59 0.58
13 1.97 8.13 26 -3.58 -3.99
14 -7.24 1.08

Power Flow Measurements
From Bus To Bus MW MVAR From Bus To Bus MW MVAR

1 2 177.07 -20.73 16 12 -4.51 -1.08
1 3 81.34 8.94 16 17 3.11 -3.39
2 5 82.18 1.02 18 19 6.29 2.77
6 2 -59.85 5.20 21 10 -16.96  -11.10
9 11 0.63 -19.40 23 24 4.12 4.27
12 13 -1.10 -10.97 24 22 -6.31 -0.71
12 14 8.36 3.33 24 23 -2.75 -2.64
12 16 6.02 5.64 25 26 4.62 4.82
14 12 -6.15 -0.89 27 25 2.96 0.26
14 15 5.84 -0.61 27 28 -15.57 -3.29
15 18 3.17 -0.83 28 6 -17.13 -6.02
15 23 4.71 0.85 30 29 -4.67 -2.60
Meters Precision
Measurement Standard Deviation
Voltage Magnitudey 1KV
Real PowerP 2 MW

Reactive PoweiQ 2 MVAR
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Figure 5.3: Modified IEEE 30-Bus Test System with Masurements Location

To demonstrate the ability of the proposed apprqachiding better estimates than
the traditional state estimation routine, threeesasere conducted. In the first case (Case
3A) the state estimation were conducted using thasmrement data given in Table 5.14.
In the second case (Case 3B) phasor measureméntmth standard deviatiow) of 0.1
degrees were installed in buses 2, 5, 8, 11 andlT@3maintain a comparable set of
measurements, the following measures were elindrfatethe state estimation process:

* Real and reactive power injection at bus 14.

* Real and reactive power flow between buses 2 and 5.

* Real and reactive power flow between buses 15 8nd 1
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In the third case (Case 3C) the standard deviadiothe phasor measurement units
considered in the analysis was 5 degrees. The otfgmation remains as in Case 3.B.
The angle measurements data for both cases ameigivVeble 5.16.

TABLE 5.16
ANGLE MEASUREMENTS

Angle Measurements (Degrees)
Bus Case 3B Case 3C Bus Case 3Base 3C
-5.528 -7.086 11 -14.381  -11.594
-14.337  -12.239 13 -15.330 -17.180
-12.056 -9.225

o0 o1 N

Table 5.17 shows the control variables used irptioposed approach. These control
parameters (scaling factor, crossover constantpapdlation size) were determined via
parameter tuning. All runs were limited to a maxim of 4000 iterations. The DE
strategy used in all cases was DE/rand/1/bin. Ta&dl& presents a comparison of the
solutions obtained by the traditional state estiomaformulation with those in which
phasor measurement units were considered. The atstinvalues by using the three

approaches proposed are shown in Table 5.18.

TABLE 5.17
CONTROL PARAMETERS OF THEDE ALGORITHM
Control Case 3A Case 3B Case 3C
Parameters
F 0.6 0.6 0.6
Cr 0.9 0.9 0.9

Np 100 100 100
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COMPARISON OFESTIMATED VALUES: VOLTAGESAND POWERMEASUREMENTS
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Voltage and Power Injection Measurements

BUS KV MW MVAR
Case 3A Case3B Case3C Case3A Case3B Case 3Ce 3fasCase3B Case3C
1 244.95 244.63 244.38 260.36 261.70 261.16 -15.07-15.41 -16.21
2 - - - 17.61 18.32 18.35 36.90 37.11 37.10
3 - - - -3.53 -3.95 -3.58 -3.67 -3.67 -4.60
8 - - - -29.50 -28.70 -29.35 1.86 2.37 2.58
10 - - - -6.46 -6.43 -5.68 15.74 15.89 15.02
13 - - - 1.70 0.63 1.04 9.23 9.60 9.94
14 - - - -5.86 - - -0.52 - -
15 - - - -8.40 -7.69 -8.36 -2.22 -1.77 -1.66
16 - - - -2.75 -3.63 -2.84 -1.99 -2.11 -1.16
21 - - - -19.48 -19.49 -20.61 -11.93 -11.32 -11.54
23 - - - -1.19 -1.74 -1.06 0.24 0.47 0.24
24 - - - -9.98 -9.14 -9.20 -0.42 0.12 -1.69
26 - - - -4.02 -3.41 -2.79 -4.35 -4.22 -3.58
Power Flow Measurements
From Bus To Bus MW MVAR
Case3A Case3B Case3C Case3A Case3B Case3C
1 2 178.00 178.34 179.85 -22.37 -22.52 -22.74
1 3 82.36 83.36 81.31 7.30 7.11 6.53
2 5 82.38 - - 0.92 - -
6 2 -60.91 -60.04 -60.42 4.22 4.06 3.96
9 11 0.42 -0.18 0.88 -19.23 -19.52 -19.38
12 13 -1.70 -0.63 -1.04 -9.13 -9.48 -9.81
12 14 7.11 7.76 7.56 1.12 2.36 1.96
12 16 5.45 7.21 6.14 1.76 1.99 1.61
14 12 -7.06 -7.69 -7.50 -1.00 -2.21 -1.82
14 15 1.20 1.89 2.08 0.48 -0.08 0.80
15 18 4.66 - - -0.04 - -
15 23 3.76 3.99 3.56 1.69 1.63 2.05
16 12 -5.42 -7.16 -6.10 -1.70 -1.90 -1.54
16 17 2.67 3.53 3.26 -0.29 -0.22 0.38
18 19 6.91 2.74 3.05 3.05 3.21 3.09
21 10 -16.93 -15.23 -14.16 -11.16 -11.49 -11.93
23 24 2.55 2.23 2.49 1.90 2.07 2.25
24 22 -5.60 -4.74 -6.36 -0.25 -0.69 -0.78
24 23 -2.54 -2.22 -2.48 -1.88 -2.05 -2.22
25 26 411 3.49 2.84 4.49 4.33 3.66
27 25 3.21 458 4.92 0.46 0.50 0.65
27 28 -16.09 -18.06 -17.72 -4.17 -3.88 -3.50
28 6 -17.10 -18.66 -18.65 -5.99 -6.37 -5.93
30 29 -4.67 -3.87 -2.27 -2.60 -2.35 -2.04
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TABLE 5.18B
COMPARISON OFESTIMATED VALUES: ANGLE MEASUREMENTS
Angle Measurements
Degrees Degrees

Bus Bus
Case 3A Case 3B Case 3C Case 3A Case 3B Case 3C
2 - -5.4785 -5.5375 11 - -14.379 -14.580
5 - -14.337 -14.863 13 - -15.325 -15.016
8 - -12.06 -12.185 -

As in the earlier cases, in order to make a dicechparison between the estimated
values resulting from the proposed approachesMban Square Error Analysis was

performed. The true state values used in the asadys shown in Table 5.19.

TABLE 5.19
TRUE STATE VALUES
Voltages and Power Injections

Bus KV MW MVAR Bus KV MW  MVAR

1 243.8 260.99 -17.12 15 - -8.20 -2.50
2 - 18.30 35.85 16 - -3.50 -1.80
3 - -2.40 -1.20 21 - -17.50 -11.20
8 - -30.00 0.08 23 - -3.20 -1.60
10 - -5.80 17.00 24 - -8.70 -2.40
13 - 0.00 10.11 26 - -3.50 -2.30
14 - -6.20 -1.60

Power Flows
From Bus To Bus MW MVAR From Bus To Bus MW MVAR

1 2 17777 -22.15 16 12 -7.13 -3.06

1 3 83.23 5.03 16 17 3.63 1.26

2 5 82.98 1.70 18 19 2.75 0.66

6 2 -59.87 3.37 21 10 -15.65 -9.69

9 11 0.00 -17.21 23 24 1.76 1.22

12 13 0.00 -9.98 24 22 -5.65 -2.86

12 14 7.84 241 24 23 -1.75 -1.21

12 16 7.18 3.17 25 26 3.54 2.37

14 12 -1.77 -2.25 27 25 4.88 0.76

14 15 1.57 0.65 27 28 -18.16 -4.09

15 18 5.99 1.63 28 6 -18.74 -3.51

15 23 4.99 2.89 30 29 -3.67 -0.54
Angles

Bus Degrees Bus Degrees

2 -5.497 11 -14.438

5 -14.380 13 -15.292

8 -12.114
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The results of the MSE analysis are shown in Tat28

TABLE 5.20
MEAN SQUARE ERRORANALYSIS RESULTS

Measurements Case 3A Case 3B Case 3C

Voltages 1.3269 0.6947 0.3366
Angles 0.0019 0.0674
Power Real 1.2518 0.9975 1.5375
Injections Reactive 2.3284 2.6918 2.5765
Power Real 1.9921 0.1599 0.9727
Flows Reactive 2.3194 2.2210 1.8989
All Values 2.0179 1.3156 1.5300

It is clear from the results that the angle measerdgs could improve the
performance of the Weighted Least Squares (WLShtesestimation algorithm.
However, these measurements can degrade the parfoemf they are not accurate
enough. For the WLS algorithm, active/reactive ¢tign and power flow measurements,
with enough local redundancy, are the most importaature for obtaining a good
estimate of the system states. The angle measutemkauld only complement (not
replace) other measurements, while an exclusiveofiseltage angle and magnitude
measurements does result in a simplified formutatibthe state estimation problem, the

remaining non-phasor measurements are not anyngsstant and must not be ignored.

5.4.4 Rate of Convergence of the Proposed Framewani#l Statistical Results

Table 5.21 provides the statistical results foririependent runs of the Differential
Evolution algorithm. Figure 5.4 shows the rate @fivergence for the modified IEEE 14-
bus (Case 2) and 30-bus (Case 3) test systens.irteresting to note that, due to the
large number of state variables used in the op#tiuim process in the Case 3, a large

number of iterations were necessary for findingrogt solutions.
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STATISTICAL RESULT BASED ONS50INDEPENDENTRUNS

Case 1A Case 1B

Case 2A Case 2B

Case 2C Case 3/ 3BasCase 3C

Average 40.7553 42.7965 19.4081 19.4478 20.36655232. 19.9224 25.9960
Median 40.7553 42.7965 19.4081 19.4478 20.3665 332.1 19.7528 26.1345
Mode 40.7553 42.7965 19.4081 19.4478 20.3665 38.9319.7865 26.1841
DStaljdgrd 7.03E-14 1.05E-13 4.17E-05 1.25E-10 1.66E-04 2.5371 1.1920 3.0282
eviation
BSF 40.7553 42.7965 19.4081 19.4478 20.3664 29.25P8.2123 21.5324
WSF 40.7553 42.7965 19.4083 19.4478 20.3671 41.843B.1575 33.6205
100000
10000
=
i Case 2.A
s Case 2.5
§ 1000 | Case 2.Q
t Case 3.A
% Case 3.B
S e Case 3.C
(@)

100

10
1

244 487 730 973 1216 1459 1702 1945 2188 2431 2674 2917 3ED3BU6 3889

Iterations

Figure 5.4: Rate of Convergence of the DE Algorithnfior the Case Studies
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5.5 CONSTRAINED WEIGHTED LEAST SQUARES (WLS) STATE

ESTIMATION CASE STDUDIES AND RESULTS

The constrained WLS estimator is tested using HEEl 14-bus and 30-bus test

systems. In both cases, a set of equality and aliégeonstraints were considered.

5.5.1 Case 1. Modified IEEE 14-Bus Test System

To illustrate the effectiveness of the constraiédS estimation, the IEEE 14-bus
system is used as test case. The system datarutiesl analysis is the same as presented
in the Section 5.4.2 (Table 5.8).

In this case, the IEEE 14-bus test system is par&t into internal and external
subsystems, as shown in Figure 5.5. The internatesy, with highly redundant
measurement set, is connected to the external stdnsythrough the tie lines 5-6, 9-10
and 9-14. The external system contains only byections measurements which
represent the forecasted (predicted) bus loadsaded others voltage and power flow
measurements.

For the case, the real and reactive power injestairbuses 1, 2, 3, 4, 5, 7 and 8 were
considered as equality constraints. The real aadtive power flows through the tie-
lines was specified to be bounded within certamitd, and were modeled as inequality

constraints.
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Figure 5.5: Modified IEEE 14-Bus Test System and Mesurements Configuration

To test the capability of the constrained WLS eaton two cases were developed.
The first case is where the external injections ro@ contain any bad data. The
measurement and constraints data used in thesakewn in Table 5.22.

The second case, the real and reactive power imjecheasurement at bus 14 is

replaced by 4.7 MW and 13.9 MVAR, respectively &mel other information remains as

Case 1.
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TABLE 5.22
MEASUREMENT ANDCONSTRAINTSDATA
Voltage and Power Injection Measurements

Bus KV MW MVAR Bus KV MW MVAR
1 242.81 - - 10 241.78 -11.41 -4.57
2 236.52 - - 11 - -3.54 -0.78
3 232.59 - - 12 244.33 -6.41 1.78
6 248.84 -9.78 3.80 13 - -16.71 -4.62
8 250.61 - - 14 - -14.39 -6.29
Power Flow Measurements
From Bus To Bus MW MVAR FromBus To Bus MW MVAR
1 2 157.60 -18.83 4 5 -58.89 17.31
1 5 73.53 4.75 4 7 24.25 -10.07
2 3 73.16 1.92 4 9 16.89 0.69
2 4 56.02 -2.61 6 11 8.88 3.99
2 5 41.53 -1.48 7 8 1.35 -18.33
3 4 -23.96 -1.39 7 9 29.14 4.50
Equality Constraints
Bus MW MVAR Bus MW MVAR
1 232.39 -16.78 5 -7.60 -1.60
2 18.30 30.04 7 0.00 0.00
3 -94.20 4.60 8 0.00 18.06
4 -47.80 3.90
Inequality Constraints
Erom Bus To Bus l:)min Qmin F>max Qmax
MW MVAR MW MVAR
5 6 30.0 10.0 82.0 30.0
9 10 5.0 2.0 30.0 12.0
9 14 9.0 3.0 30.0 15.0
Measurement Precisions
Measurement Standard Deviatiar) (
Voltage Magnitudey 1KV
Real PowerP 2 MW
Reactive PowerQ 2 MVAR

Table 5.23 shows the control parameters (scalimgorfa crossover constant and
population size) used in the proposed approachruilé were limited to a maximum of
6500 iterations. The DE strategy used in all cases DE/rand/1/bin. Table 5.24 presents

a comparison of the solutions obtained by bothsase
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TABLE 5.23
CONTROL PARAMETERS OF THEDE ALGORITHM
Control Case 1A Case 1B
Parameters

F 0.6 0.6

Cr 0.9 0.9

Np 80 80
TABLE 5.24

COMPARISON OFESTIMATED VALUES

Voltage and Power Injection Measurements

Bus KV MW MVAR
Case 1A CaselB CaselA CaselB CaselA CaselB

1 243.4 243.8 - - - -

2 239.9 240.3 - - - -

3 231.9 232.3 - - - -

6 245.6 245.2 -10.36 -11.23 3.01 2.46
8 250.4 251.2 - - - -

10 241.1 241.9 -11.53 -11.62 -4.55 -4.80
11 - - -3.56 -4.27 -1.29 -1.58
12 242.9 241.8 -6.80 -6.30 1.45 -0.74
13 - - -17.17 -18.58 -4.97 -7.50
14 - - -14.60 -11.31 -6.42 -3.32

Power Flow Measurements
FromBus To Bus MW MVAR

Case 1A CaselB CaselA CaselB

1 2 156.76 156.78 -20.41 -20.51
1 5 75.63 75.60 3.63 3.73
2 3 73.12 73.14 3.56 3.47
2 4 55.97 56.00 -2.15 -2.28
2 5 41.66 41.64 0.89 1.07
3 4 -23.40 -23.39 2.98 2.93
4 5 -59.91 -60.05 15.50 16.77
4 7 27.11 27.22 -9.21 -10.11
4 9 15.52 15.59 -0.08 -0.60
6 11 6.63 6.54 6.63 6.54
7 8 0.00 0.00 -17.57 -17.57
7 9 27.12 27.23 6.77 5.82
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In the first case, in absence of any bad datd|alls in the tie lines remain within
their feasible bounds and therefore, there arectiveaconstraints at the solution point. In
the second case, the algorithm enforces the estimat the real and reactive power flow
on line 9-14 to its feasible (lower) bound, as show Table 5.25. Hence, the estimator

could reject this bad data to obtain a very goddtem for both, the internal and external

subsystems.
TABLE 5.25
ESTIMATED TIE LINE FLOWS wWiTH BAD DATA AT Bus 14
Frombus  To bus Py Qy

(MW)  (MVAR)
5 6 45.41 14.44
9 11 9.44 3.90
9 14 9.00 3.00

As in the earlier cases, in order to make a dicechparison between the estimated
values resulting from the proposed approachesMban Square Error Analysis was
performed. The true state values used in the M@ysis are shown in Table 5.26.

The results of the Mean Square Error analysis,gimeTable 5.27, reveal that the
constrained WLS estimator, even in the presendeadfdata in the external subsystem,
could perform a reliable estimation of the reatestaf the system. This feature makes the
constrained estimator an attractive alternativetéolay’'s Energy Management System

(EMS).
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TABLE 5.26
TRUE STATE VALUES
Voltage and Power Injections
Bus KV MW MVAR Bus KV MW  MVAR
1 243.80 - - 10 241.37  -9.00 -5.80
2 240.35 - - 11 - -3.50 -1.80
3 232.30 - - 12 242.66  -6.10 -1.60
6 246.10 -11.20 5.64 13 - -13.50 -5.80
8 250.70 - - 14 - -14.90 -5.00
Power Flows
From Bus To Bus MW MVAR From Bus To Bus MW MVAR
1 2 156.84  -20.40 4 5 -61.08  15.33
1 5 75.55 3.61 4 7 28.00 -9.03
2 3 73.20 3.56 4 9 16.03 0.04
2 4 56.12 -2.08 6 11 7.42 3.95
2 5 41.53 0.89 7 8 0.00 -17.58
3 4 -23.32 3.01 7 9 28.00 6.88
TABLE 5.27
MEAN SQUARE ERRORANALYSIS RESULTS
Measurements Case 1A Case 1B
Voltages 0.1419 0.3012
Power Real 3.5292 6.6612
Injections  Reactive 3.4671 2.9655
Power Real 0.3238 0.2743
Flows Reactive 0.6068 0.9619
All Values 1.2590 1.5872
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5.5.2 Case 2: Modified IEEE 30-Bus Test System

The proposed approach was also applied to the reddiEEE 30-bus system. The
system data used in the analysis is the same asnpeel in the Section 5.4.3 (Table
5.14).

As the previous case, the IEEE 30-bus test systepmititioned into internal and
external subsystems, as shown in Figure 5.6. Tieenal system, with highly redundant
measurement set, is connected to the external si@nsythrough the tie lines 22-24, 23-
24, 8-28 and 6-28.

For the case, the real and reactive power injestainbuses 1, 2, 8, 10 and 11 were
considered as equality constraints. The real aadtive power flows through the tie-
lines, which are bounded within certain limits, eenodeled as inequality constraints.

To demonstrate the capability of the constrained SAdstimator improving the
reliability of the estimation, even in the presemdebad measurements in the external
subsystem, two cases were analyzed. The first @ase 2A) is where the external
injections do not contain any bad data. The measemé data used in the case is shown
in Table 5.28. The constraints and meter precideta is given in Table 5.29.

In the second case, the real and reactive powection measurement at bus 24 is
replaced by -30.14 MW and 5.7 MVAR, respectivelyl dhe other information remains

as Case 2A.
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Figure 5.6: Modified IEEE 30-Bus Test System and Mesurements Configuration

TABLE 5.28
MEASUREMENTDATA
Voltage and Power Injection Measurements
Bus KV MW MVAR Bus KV MW MVAR
1 242.88 15 -7.55 -1.92
2 16 -3.03 1.16
3 -3.67 -3.54 21 -19.87 -11.86
8 23 -0.26 -0.60
10 24 -8.59 0.58
11 26 228.97 -3.58 -3.99
13 1.97 8.13 29 -2.92 -2.61
14 -7.24 1.08 30 228.75 -8.69 -4.30
Power Flow Measurements
From Bus To Bus MW MVAR From Bus To Bus MW MVAR
1 2 177.07  -20.73 14 15 5.84 -0.61
1 3 81.34 8.94 16 17 3.11 -3.39
2 5 82.18 1.02 15 18 3.17 -0.83
4 6 69.96 -18.08 18 19 6.29 2.77
5 7 -12.09 12.75 15 23 4.71 0.85
9 11 0.63 -19.40 25 27 -6.28 -2.10
12 13 -1.10 -10.97 6 2 -59.85 5.20
12 14 8.36 3.33 21 10 -16.96  -11.10
12 16 6.02 5.64 27 28 -15.57 -3.29
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TABLE 5.29
CONSTRAINTS ANDMETERSPRECISIONDATA

Equality Constraints

Bus MW  MVAR Bus MW MVAR
1 260.99 -17.12 10 -5.80 17.00
2 18.30 35.85 11 0.00 17.76
8 -30.00 0.08

Inequality Constraints

From Bus To Bus I:)min Qmin I:)max Qmax
MW MVAR MW MVAR

22 24 3.0 1.0 12.0 6.0
23 24 1.0 0.0 4.0 3.0
8 28 -1.0 -5.0 1.0 -1.0
6 28 9.0 -20.0 40.0 -5.0
Meters Precision

Measurement Standard Deviation
Voltage Magnitudey 1KV

Real PowerpP 2 MW

Reactive PowerQ 2 MVAR

Table 5.30 shows the control parameters (scalimgorfa crossover constant and
population size) used in the proposed approachruilé were limited to a maximum of

7000 iterations. The DE strategy used in all cases DE/rand/1/bin. Table 5.31 presents

a comparison of the estimated values by both cases.

TABLE 5.30
CONTROL PARAMETERS OF THEDE ALGORITHM
Control Case 2A Case 2B
Parameters
F 0.6 0.6
Cr 0.9 0.9

Np 100 100
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TABLE 5.31
COMPARISON OFESTIMATED VALUES

Voltage and Power Injection Measurements

KV MW MVAR

Bus Case 2A Case 2B Case 2A Case 2B Case 2A Case 2B
1 243.37 242.99 - - - -

2 - - - - - -

3 - - -4.22 -3.79 -3.46 -4.13
8 - - - - - -

10 - - - - - -

11 - - - - - -

13 - - 1.87 1.56 9.40 9.37
14 - - -6.27 -5.90 -0.28 -0.97
15 - - -8.88 -8.49 -2.74 -2.43
16 - - -3.21 -2.92 -1.98 -2.18
21 - - -20.25 -19.01 -12.08 -11.91
23 - - -1.46 -1.43 -0.56 -0.83
24 . . -9.18 0.15 0.27
26 228.96 229.91 -3.49 -4.12 -3.65 -4.15
29 - - -3.33 -3.46 -2.97 -3.32
30 227.88 228.91 -9.23 -9.79 -3.74 -3.51

Power Flow Measurements
From Bus To Bus MW MVAR
Case 2A Case 2B Case 2A Case 2B

1 2 177.20 177.25 -22.00 -22.09

1 3 83.17 83.18 5.80 5.80

2 5 81.95 82.28 0.76 1.55

4 6 70.43 70.97 -18.58 -18.20

5 7 -11.95 -12.24 12.57 13.13

9 11 0.16 0.38 -17.82 -18.09

12 13 -1.87 -1.56 -9.29 -9.25

12 14 7.50 7.49 0.96 1.47

12 16 6.32 5.82 2.24 1.73

14 15 1.17 1.52 0.55 0.37

16 17 3.07 2.86 0.18 -0.52

15 18 3.90 4.62 -0.35 -0.31

18 19 5.97 5.99 2.56 2.68

15 23 4.62 5.44 1.32 2.29

25 27 -6.92 -4.62 -2.15 -2.31

6 2 -59.82 -60.02 3.28 3.38

21 10 -17.27 -17.77 -10.84 -10.78

27 28 -15.52 -14.12 -3.10 -2.55
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As in the previous cases, in absence of any baal idathe external subsystem, the
real and reactive power flows through the tie-liremain within their specified limits. In
the second case, the algorithm enforces the estimat the real and reactive power flow
on lines 22-24, 23-24 and 8-28 to their feasiblerus, obtaining very good estimates for
both, the internal and external subsystems, exfmpthe estimated value of the real

power injection at bus 24.

TABLE 5.32
ESTIMATED TIE LINE FLOWS WITH BAD DATA AT Bus 24
From bus To bus P Q

(MW)  (MVAR)
22 24 12.0 1.9
23 24 4.0 1.4
8 28 -1.0 -4.7
6 28 17.5 -19.2

Table 5.33 summarizes the results of the MSE aisaly$e true values used in the
MSE analysis are shown in Table 5.34. It is evidibt the results obtained for the
original case (without bad data placed in the ewersubsystem) are pretty much
accurate than the obtained in the case containaggdata in the estimation. However,
both results demonstrate that the operational caings, when incorporated to the WLS
state estimation, could enhance the reliabilityhef estimation process, by obtaining very

good estimates, even in the presence of bad datris of the system.
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TABLE 5.33
MEAN SQUARE ERRORANALYSIS RESULTS
Measurements Case 2A Case 2B
Voltages 1.1203 0.3136
Power Real 1.9042 1.2448
Injections  Reactive 2.1686 2.7065
Power Real 2.2324 2.4313
Flows Reactive 1.4747 1.6879
All Values 1.8835 1.9551
TABLE 5.34
TRUE STATE VALUES
Voltage and Power Injections
Bus KV MW MVAR Bus KV MW MVAR
1 243.80 - - 15 - -8.20 -2.50
2 - - - 16 - -3.50 -1.80
3 - -2.40 -1.20 21 - -17.50 -11.20
8 - - - 23 - -3.20 -1.60
10 - - - 24 - -8.70 -2.40
11 - - - 26 230.45 -3.50 -2.30
13 - 0.00 10.11 29 - -2.40 -0.90
14 - -6.20 -1.60 30 228.86 -10.60 -1.90

Power Flows
From Bus To Bus MW MVAR From Bus To Bus MW MVAR

1 2 177.77  -22.15 14 15 1.57 0.65
1 3 83.23 5.03 16 17 3.63 1.26
2 5 82.98 1.70 15 18 5.99 1.63
4 6 70.19 -17.66 18 19 2.75 0.66
5 7 -14.22 10.37 15 23 4.99 2.89
9 11 0.00 -17.21 25 27 -4.85 -0.71
12 13 0.00 -9.98 6 2 -59.87 3.37
12 14 7.84 241 21 10 -15.65 -9.69
12 16 7.18 3.17 27 28 -18.16 -4.09

5.5.3 Rate of Convergence of the Proposed Approaictl Statistical Results.

Table 5.35 provides the statistical results fordase studies based on 50 independent
runs of the DE algorithm. Is interesting to notatthn the Case 1, the best solution was

found with consistency and very low data dispersi@s obtained. In the Case 2, due to
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the large number of state variables involved in tdpimization process, the data

dispersion increases and the successful rate @igoeithm decreases considerably.
Figure 5.7 shows the rate of convergence of theal@@rithm for the best solution

found in all case studies. As in the previous appho a large number of iterations were

necessary to achieve optimal solutions.

TABLE 5.35
STATISTICAL RESULTBASED ONS50INDEPENDENTRUNS
Case 1A Case 1B Case 2A Case 2B
Average 24.8240  168.4475  28.4196 33.9140
Median 245910  168.4369  28.1486 33.8648
Mode 244324  168.4351  28.1486 34.5895
gé‘:’mgg 0.5969 0.0301 2.4558 1.9596
BSF 242684  168.4323  25.6037 31.3687
WSF 259541  168.5445  33.3386 37.5615
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Figure 5.7: Rate of Convergence of the DE Algoritim for the Case Studies
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5.6 CONCLUSIONS

State estimators provide a platform for selectivanitoring and real-time control of
electric power systems. By collecting analog meam@nts and the status data of the
circuit breakers from remotely monitored and coligtbsubstations, state estimators can
provide an estimate for all metered and un-meteledtrical quantities and network
parameters of the power system, detect and filleigmss errors in the measurement set
and detect the topology errors in the network aurftion.

There are several topics in state estimation b&indied to improve the accuracy and
reliability of the state estimators in power sysseffhe integration of the new technology
of phasor measurement units (PMUSs), the incorpmmatif operational constraints to the
traditional state estimation formulation, and thaywhat these features could be used to
improve the estimation of the real state of thetesysin the new emerging electricity
markets, have been analyzed in this thesis work.

The results obtained in this research work show titra angle measurements could
effectively enhance the performance of the WLSestgtimation algorithm. However,
these measurements could degrade the performantee oéstimator if they are not
accurate enough. Since modern satellite clock sgneration technology is expected to
provide phasor metering accuracy better than € jncorporation of PMUs in the state
estimators would have a real impact in the improseinof the confidence level obtained

by means of the estimation process.
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On the other hand, the operational constraints dcdaé utilized effectively in
enhancing the reliability of the state estimatdrise results obtained through the case
studies demonstrated that the constrained WLS aginneven in the presence of bad
data in parts of the system, could perform a r@dia@stimation of the real state of the
system. This feature makes the constrained estimaatattractive alternative for today’s

Energy Management System (EMS).
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CHAPTER 6

INTELLIGENT POWER ROUTERS BASED CONTROLLED

ISLANDING SCHEME

6.1 INTRODUCTION

As modern society has become increasingly deperalemectricity, not only it is
important to prevent power system disturbances,itig also imperative to limit the
extent and duration of such events. Power systesturtiances can occur due to
numerous reasons, most of which fall into one efftlilowing categories: weather (e.g.,
lightning, ice storms, wind storms, hurricanesné&aloes), protection system failures and
misoperations, equipment failures, solar magnetornss, personnel error, fires,
excessive customer demand, insufficient generatiod,sabotage.

Whenever one of the previously mentioned initiatengents occur, power system
components may be left operating beyond their pEsinlie feasible limits, and may be
switched out of service by automatic protectionices. Under certain conditions, this
initial event may be followed by a series of furtla@itomatic actions that switch other
power system components out of service. If thic@ss of cascading failures continues,
the entire system or large parts of it may comptetollapse, resulting in what is
commonly known as a power system blackout.

For this reason, emergency control actions musiaken in order to minimize (or
mitigate) the effects of these disturbances overdystem. Examples of these control
actions could be: line tripping, capacitor switahimoad shedding, controlled islanding

and other special protection schemes.
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Traditionally, power systems have been operatedcanttolled in a centralized way,
with a considerable amount of human interventiondér such circumstances, cascading
outages may result extremely difficult to preventcontrol. It is therefore necessary to
design new mechanisms that can react promptly atahetically to unpredicted (and
potentially catastrophic) system disturbances.

Researchers of the University of Puerto Rico at &gz have proposed a
distributed and “intelligent” control scheme, the-called Intelligent Power Routers
(IPRs), aimed at minimizing the potential damaggfigcts that a major disturbance may
cause on a power system. One of the potential Ggpans of these intelligent controls is
to support a controlled islanding scheme to preeastade failures in power systems.

The main objective of the controlled islanding suoke(also known as “system
splitting”) is to properly separate the system irs@veral subsystems (“islands”) of
reduced capacity to avoid passive collapse or blaickver the entire system [81]-[86].
The basis for forming the islands is to minimize tbad—generation imbalance in each
island, thereby facilitating the restoration praces

Because power system emergencies may strike thensysithin minute or even
seconds, it is necessary to guarantee both spesdamel correctness in determining the
splitting strategy to avoid more serious and cedgsic faults in time. To solve the
controlled islanding problem in real-time, at leasb challenges must be faced [84].
First, the islanding strategy needs to correspondnt acceptable steady state operating
point after splitting, such that the system caniédeollapse. Second, it has to be assured
that the system can securely reach that steadg siatrating point. It is therefore

necessary to bring each of the islands individuatlystable condition after system
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separation. In order to guarantee this conditidve following constraints must be
satisfied:
1. Asynchronous groups of generators must be sepanaiedlifferent islands and
generators in each island must be synchronous.
2. In each island, power must be balanced.
3. Transmission lines and other transmission sennoest not be loaded above their
transmission capacity limits.
The main objective of this chapter is to developrdelligent and adaptive controlled
islanding scheme, based on the IPRs. The propadeeh® was tested and validated
through dynamic simulations on the New England 39-b 10 generators and the WSCC

179 bus — 29 generators test systems.

This chapter is organized as follows: First of alle introduce the coherency
recognition algorithm and its implementation fanding coherent groups of generators.
After that we present the mathematical formulatdrthe system splitting problem and
its implementation using the Differential Evolutiatgorithm. A brief discussion of the
conventional as well as other special protectidmestes and their interaction with the
IPRs is introduced afterward. Finally, several cstsglies on the New England and the

WSCC test systems are analyzed.

6.2 SLOW COHERENCY GENERATORS GROUPING

The coherency recognition technique is based offaittethat, after the occurrence of
a disturbance, some generators have the tenderswying together. Several methods of
coherency recognition were developed by researchi8r-[90]. However, two

approaches are the most commonly used:
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* Dynamic simulations

* Slow coherency

The slow coherency method for determining coheggoups of generators is an
application of the singular perturbation methogower systems. This method requires
the calculation of the slow eigenbasis matrix of #lectromechanical modes of the
power system [87].

Two assumptions simplify considerably the procesdatermining coherent groups
of generators [81]:

1. The coherency identification is independent of #®iee of the disturbance;

therefore the linearized model of the power systemid be used in this process.

2. The coherent groups of generators are independdhtedevel of detail used in

modeling the generators units, which implies tleg tlassical generator model
could be used in this approach.

The first assumption is based on the observatian tte coherency behavior of a
generator is not significantly changed as the olgaime of a specific fault is increased.
Although the amount of detail of the generator madn affect the simulated swing
curve, it does not radically change the basic nkvabaracteristics such as inter-area

modes. This forms the basis of the second assumptio

6.2.1 Coherency Grouping Algorithm

As mentioned in previous section, it has been ofeserthat, in multi-machine
transient after a disturbance, some generators th@veendency to “swing together”. A
coherency grouping approach requires the machatessto be coherent with respect to a

selected modes of the system. This approach allows coherencyetexamined in terms
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of the row of an eigenvector matrl which can be used to find coherent groups of
states.
Most grouping criteria result in coherent stateat tlare disturbance-dependent
because they simultaneously treat the following tagks [91]:
» Select the modes which are excited by a given diahce o set of
disturbances.
* Find the states with the same degree of disturbadks
The slow coherency based approach, thus, impliescéticulation of the coherent
states for a given set of theslowest modes. Since the classical swing equatiodel
generally preserves the frequencies and mode shapésiently well for coherency
studies, it was appropriate for used in this w&K]{[88], [91].

For a multi-machine power system, the classical ehasl defined as follows [92]-

[93]:
do
—l=w - 6.1
il (6.1)
2H, d*d
@ dv =P, —FR, - D(w-w) (6.2)
Where
) : rotor angle of th&" machine in radians
) : angular velocity of thé" machine in radians/sec
w, : reference speed in radians/seg € 377 rad/se)
H - inertia constant in MW.s/MVA

P : mechanical power input of th8 machine, in p.u.
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P : electric power output of th& machine, in p.u.

D, : damping factor of thé" machine proportional to the speed deviation, in

p.u./rad/sec.
In the classical model, the mechanical power inpis assumed to be constant. The

electrical power output is determined as follows

R =ViG + XYY ( G cosf + B sing) ©3)
j#i
Where:
V : constant voltage behind the direct axis trangieattance in p.u.
G, B - ij™ real and imaginary entries of thfg,, matrix
g 1 4-9,

Linearizing equations (6.1) and (6.2) about theildgium operating point, we

obtain:
209 - (6.4)
dt
d(AQ) _ @ (\p _pp -
dt  2H (4R, -4P, - ky(8w)) (6.5)

The linearized value of the electric power outp} is calculates as follows

AR, =\V; (B cosd, ~ G sing o) xAq (6.6)
The linearized equation of the electric power otifpua given machine is also known as

synchronized power coefficienkd,).



129

Thus, the second order dynamic model for a givechin@ can be obtained as

follows:

0 1 0
d|ha | —K —k A9 + AP (6.7)
dt Aa)l - ( Si%j ( Diwoj Acq [woj m )
2Hi 2Hi 2Hi

Neglecting the damping constant which not signiftbachanges the mode shape and

rewriting the previous equation in matrix form, olgtain:

ol
= +BxAu (6.8)
X, N 0 x,

Wherel is the identity matrix and the matixis calculated as follows:

263 0 o . .
! % kSu kSiz k%
0 .. 0 |k k ok
N = 2H, R T (6.9)
k k k
L S S2 Sn |
0 o0 @
| 2Hn_

10 1. . :
The matrlx{N O} Is also known as system state matrix or mahtix

From the definition, two machines are coherenthé# tigenvectors associated to
changes in rotor angles for both machines are icknihis implies that, to examine the

coherency of the second order system, the eigenbaarix ofA is required.
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Usually in real dynamic networks, the coherencyimdigddn may not be exactly
satisfied. As a result, an approach for findingrreherent groups will be presented such
that the total number of near-coherent groups isaketp the number of the selected
modes ofA. Thus, the procedure used for finding the neaeoafit groups of generators
for a specific contingency is [87]-[88]:

» Calculate theA matrix of the linearized model of the power sysi@md compute

its eigenvalues.

» Choose the number of areas (groups)

» Compute the right eigenvector matkixfor ther smallest eigenvalues.

* Apply Gaussian elimination with complete pivoting btain r reference

machines.

» Calculate the direction cosines of the rows of eéflgenvectors corresponding to

the generator angles as follows:

(6.10)

The EPRI's Dynamic Reduction Program (DYNRED) imgmction with the Power
System Toolbox (PST) was used to find the cohegoups of generators for a
predetermined set of contingencies.

The coherency recognition algorithm also allowsntdging those buses that have
voltage phase angles that are coherent with thiesutd a set of coherent generators.

This divides the system into sets of coherent basesgenerators equal in number to the
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number of interarea modes. The tie lines betweencoherent group and another are the
weak connections that are the root cause of ther-area oscillations. We propose
monitoring these weak connections in order to deptbe controlled islanding

mechanism [88].

6.2.2 Coherency Grouping Example: 9 Bus — 3 Generalest System

The 9 bus — 3 generators test system is chosehustrate the coherency based
grouping algorithm. The system data and otherrmédion regarding this case are

provided on pages 37-45 of [92].

b +e

Figure 6.1: 9 Bus — 3 Generators Test System withaklt on Line 5-7
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For a fault on bus 7, which is cleared by removihg line 5-7, the eigenvalues

associated to the angular displacement are:

0
A =|-0.0974- j 8.68
~0.0858- j 13.3

By selecting the first two eigenvalues for formingvo coherent groups, the

corresponding right eigenvectors are:

0.5735 -0.382
®=|0.5735 1
0.5735 0.5729

The direction cosines of the rows of the selectgdrevectors are:

1.0000 _0.0615 0.202
DCV =| 0.0615 | 1.0000 0.964¢
0.2027 | 0.9649 1.00

Since directional cosines corresponding to the mash2 and 3 are close to the unity, it
can be concluded that those machines must be addkd same coherent-group. On the
other hand, the machine 1 itself is another coliegsoup.

The previous statement could be validated through results of the dynamic

simulation for this case, as shown in Figures 62né B.
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Figure 6.2 B: Generators Relative Angles
As shown in Figure 6.2 A and 6.2 B the rotor angiegenerators 2 and 3 practically
oscillate in counter phase with the rotor anglegeferator 1, for the given conditions.
Hence generators 2 and 3 form one of the coherenipg, while the other is formed by

the generator 1 itself.
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6.3 SYSTEM SPLITTING PROBLEM

As mentioned before, the objective of the contbildanding strategy is to separate
an interconnected transmission network into islasfdsads with matched generation at
proper splitting points by opening selected trarssion lines. Applied together with load
shedding and perhaps generator tripping, the loadgeneration of each island would
theoretically remain in balance, thus avoiding edsty instability or even blackout of
the entire system [84].

After separating the generators into differentugo by the coherency recognition
procedure, it is necessary to assign the load loskese groups for forming the islands.
This task is conducted via a complex optimizatioobpem, the System Splitting Problem
(SSP).

The objective of the System Splitting Problem ismaimize the load-generation
imbalance within the groups, after forming thensls. In our approach we consider only
real power imbalance, because of the local natiitteeareactive power.

For determining the physical boundaries of eachni| a set of criteria must be
satisfied, as shown [81]:

1) Consideration of Generation-Load Imbalandéie reduction of generation load
imbalance in each island reduces the amount of rtinelguency load shedding to be
done once the islands are formed. It also makeasier for each island to be capable of
matching the generation and loads within the piesdrfrequency limit and is beneficial

during restoration.
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2) Topological Requiremenin order to form the islands and specifically iselane
island from the other, all the lines connecting thlands need to be determined and
disconnected.

The System Splitting Problem is a special applcabtf the minimum spanning trees
problems which intend to find the smallest totastcof its constituent arcs, measured as
the sum of costs of the arcs in the spanning tre¢his case, the essential issue is to
partition a set of data into “natural groups”, tusters, in which the data points within a
particular group of data should be more “closellate®l” to each other than the data
points not in that cluster [94].

A popular method for solving this type of problemssby using of the Kruskal's
algorithm [94], which allows obtaining partitions of a network with minimum spanning
trees by deleting a determined number of arcs withe network. Figure 6.3 illustrate the

latter approach.

Figure 6.3: Partitions of a Network with Minimum Spanning Trees
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For the system splitting problem, the costs aratedl to the real power injected or
demanded by the groups formed, instead than the afothe arcs of the traditional
minimum spanning tree problem. Furthermore, in #pgproach, it is not necessary to
delete the arcs that connect data points withingtteeips or clusters, but the arcs that

connect the groups or clusters. Hence, small sulomks are formed, instead the

T

KORRA

Figure 6.4: Partitions of a Network into Small Subretworks

spanning trees, as shown in Figure 6.4.

As a special type of minimum spanning tree problére, system splitting problem
(SSP) is a complex combinatorial optimization penbl Besides the Kruskal's algorithm
and others traditional methods, several advanadthigues have been proposed to solve
this problem, such as Minimal Cutsets algorithmg$],[80rdered Binary Decision
Diagrams (OBDD) [84]-[86], Breath First Search (BrE&orithms [95], etc. We propose
to use an evolutionary computation technique, Deéfféial Evolution, as optimization

tool to solve this complex problem.
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6.3.1 Mathematical Formulation of the System Sgliy Problem

The System Splitting Problem (SSP) could be forteglanathematically as follows:
Min Y [¥ R -> R | OnkoA (6.11)
i=1

In order to avoid unexpected islands formation, t@ostraints must be satisfied:
» There is a physical path between all generatingbtisat belong to a group.
* The load buses must be connected to at least avezager bus.

R,,200mn0O G'

R.#200k 0L ,n0OG (6.12)
where
P : power generated by tm' generator that belong to tH&group
R, - power demanded by th&' load that belong to th& group
R : residual matrix which represents the link betweerggreerators and loads
of thei™ group
m,n : subscripts used for generating buses
k : subscript used for load buses
L - set of load buses that belong to figroup
G' : set of generating buses that belong tai'thgroup

Al - set of load and generating buses that belong td"tgeup
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The residual matriR is anN by N matrix that contains the connectivity information for
each group, wherd is the number of buses of the system. The procdduferming the
R matrix for each group is:

1. Create theéd matrix by eliminating the columns of thé, ,, matrix for the buses

that do not belong to the group.

2. If both m,nOA", thenH =Y, .. OtherwiseH, =0

3. Calculate the gain matri@ as follows:G = H" xH .

4. Calculate the residual matrix as follows:R =HxG™*xH".

6.3.2 Simplifications of the Original Network

The complexity of the SSP problem highly dependshensize of the system being
analyzed, especially the number of load buses, waiehalso equal to the number of
decision variables used in the optimization problerherefore, in some instances, it was
necessary to simplify the original network, by renmgvihose nodes which do not modify
the objective function and/or do not explicitly affélse connectivity of the system. The
reductions performed include:

a) The generators and their corresponding step up transferame considered to

be connected into a single node.

b) Two transmission nodes (with no loads) connected dyrece merged into a

single transmission node.

C) Radial nodes are eliminated from the decision varialee load information

of these nodes is added at the point of connectitimeimetwork.
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d) When a load bus is connected directly between twoeigging buses that
belong to the same group, this load bus is autoalbtiassigned to the same

group and thus eliminated from the set of decisiorabées.

Original Network Reduced Network

O3

hd

b
P,

Py
a b C a b c
Group A Unknown Group A Group A Group A Group A

Figure 6.5: Simplifications of the Original Network
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6.3.3 DE Model for the System Splitting Problem (BES)

As a robust optimization technique, we use Diffedriivolution to solve effectively
the system splitting problem, as shown as follows.

Control Variables The set of control variables used in the optimizapoocess are

the set of load buses resulting of the simplificatiovale to the original network.

Initialization: DE assigns, randomly, an integer between lratwdeach load buses,
wherer is the number of groups selected. If during the evatuprocess, any of these
settings become unfeasible, they were adjusted tisengoundary operator (2.8).

Objective Function Minimize the real power imbalance within the groupster

forming the islands:

F(X)=X|ZR -2 | Onkoa (6.13)

Penalty FunctionsThe objective function could be modified adding glenfactors,
when the constraints are not satisfied. These contstraia associated to the connectivity
information within the groups.

e. Static Penalty FunctionsThe penalty functions used in this particular case

related with the number of constraints violationstead of the distance-based

penalty functions. Thus, the penalty functions useithé analysis were:

rN(i;

G,(X) =@ 3 max0,Y]
== (6.14)

6,(X) =03 S max0,Y,]
i=L =1 (6.15)
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Whereo is the static penalty factoNy is the number of generating buses that belong to

thei™ group andN, is the number of load buses that belong td frgroup. Y, andy,

are functions that reflect the connectivity infotioa within the groups, as shown as

follows:
0 if |Y,|#0
Y, =4 | (6.16)
1 it |Y,[=0
0 if |Y,|#20
Y,={ ' (6.17)
1 it |, [=0

Fitness Function The fitness function used in the optimization qgggs was a

combination of the original objective function withe static penalty functions, as shown

in (6.18):

F'(X)=F (X)+G,(X)+G,(X) (6.18)

6.3.4 System Splitting Problem Example: 9 Bus —&n@rator Test System

Having separated the generators into coherent grimuection 6.2.2, the next step is
to assign the loads for forming the islands. Iis tase, there are 6 load buses; hence the
problem may have 6 control variables. Performirgréduction proposed in the previous
section, the number of control variables is reduced (load buses 5 and 6), as shown in
Figure 6.6. The buses 1 and 4 form the group 4 ,barses 2, 3, 7, 8 and 9 belong to the
group 2.

Suppose that, for one individual of the populatibwe, vector of control variables is:

X=[2 2]

/N

Bus ¢ Bus ¢
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Hence, the groups are formed by:
A =[1 4

A,=[2 356 7 894

Figure 6.6: 9 Bus — 3 Generators Test System withel/uctions

By following the procedure for creating the residosatrices (see Section 6.3.1) it is

necessary to:
1. Create the matriceld for both groups by eliminating the columns of tlg g
matrix for the buses that do not belong to the grou
2. If both m,nOA', thenH,_ =Y, . OtherwiseH =0. Hence the corresponding

H matrices are:
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[-j8.4459 j 8.4459
0 0
0 0
j8.4459 3.3074 ) 30.3%
H,= 0 0
0
0 0
0 0
o 0 0 0 0 0 0 1
-j5.4855 0 0 0 j 5.4855 0 0
0  -ja.1684 0 0 0 0 j 4.1684
0 0 0 0 0 0 0
H,=| o0 0  3.8138 ) 17.843 0 0 0 0
0 0 0 4.1019 | 16.134 0 0 - 1.282 5588
j5.4844 0 0 0 2.8047 24.931- 1.61¥] 13.698 0
0 0 0 0 -1.617% j 13.698 3.74%4 23.642 1.1551 9.7
0 j4.1684 0 - 1.282 j 5.5882 0 - 1.155] 0.7843 2.43j1 249

3. Calculate the gain matric&for both groups as follow& = H™ xH .

-1.43 328028 .
.= . T x10
3.28+j0.28 - 9.84] 2.0

-6.08 0 0 0 16.69 ] 1.54 - 7.51j 0.89 0
0 -3.48 0 -2.33 0534 0 - 408 048 9¥%¢ 1.0p
0 0 -30.38-j 13.61 0 0 0 0
G,= 0 -2.33-j 0.534 0 - 27.31) 14.67 0 - 532 190 1894 8pA0®
16.69- j 1.54 0 0 0 - 82.88) 1842 6548 168> 13.p1 3.16
-7.51-j0.89 -4.08-j 0.48 0 - 532j 1.90 6548 16.82 8244 2438 4261 11.0
0 9.76+ j 1.02 0 18.94j 819 - 13.2] 316 4261 11.0- 50j63 13.08

As expected, both gain matrices are symmetric.eSine rank of5; is 2 and the rank

of G, is 7, both matrices are also invertible.
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4. The residual matriceR, which are calculated by meansPoE HxG™* xH', give

the following information:

x 0 0x 000O0O 000O0O0O0OTO0OHC
0O 0O0OO0OO0OOOOOU@ @ 0 x x 0 0 x x x X
0O 0O0O0O0OO0OOOOOU@ @ 0 x x 0 0 x x x X
x 0 0x 00O0O0O 0O 0O0OO0OO0OOOOOU@ @
R,={0 0 0 0OOOO0OO0CQ R,=|0 0 0 0O0x 0 0 O Q
0O 0O0OO0OO0OOOOO@ @ 0 x x 0 0 x x x X
0O 0O0OO0OO0OOOOOU@ @ 0 x x 0 0 x x x X
0O 0O0O0O0OO0OOOOOU@ @ 0 x x 0 0 x x x X
0 00 0O0O0O0O0GQ¢ |0 x x 0 0 x x x X|

In those matrices, x represents a non-zero entyyarialyzing the residual matrices, it
could be concluded that:

* In the first group there exists a physical conmectietween the generating buses
(bus 1) and load buses (bus 4), siRg€l,4) orR;(4,1) have a non-zero entries.

* In the second group, a physical path exists betvileergenerators connected at
buses 2 and 3, which could be verified by meanthefentries of the residual
matrix Ry.

* In the group 2, all load buses, except the busr&,cannected at least to one
generator that belongs to the group. The bus $oiated of the rest of the group;
hence a penalty term is added to the objectivetimmao reflect a constraint
violation.

The optimal solution is obtained when the load @ b is added to the first group,

and the load at bus 6 is added to the second grthm.islands, thus, are formed by
removing the line 4-6, as shown in Figure 6.7 gitassumed that faulted line 5-7 was

previously removed in order to clear the fault).
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Figure 6.7: 9 Bus — 3 Generators Test System aftisianding
Table 6.1 summarizes the results obtained by usifigrential Evolution. Due to the

reduced number of control variables the optimizafioocess takes 0.002 sec. The value

of the objective function resulting of the optintiba process was 6,2154W?>

TABLE 6.1
OPTIMIZATION RESULTS
Group Pe P Difference Qg QL Difference
(MW) (MVAR)
1 71.6  125.0 -53.4 27.0  50.0 -23.0

2 248.0 190.0 58.0 -4.2 65.0 -69.2




146

6.4 SPECIAL PROTECTION SCHEMES AND PROTECTION

COORDINATION

Because of the large fluctuations in machine dlsdtroutput quantities (power,
voltage and current) during power swings and owgtep conditions, the protection
performance and power system stability are clossfted. Power system protection uses
system electrical and mechanical parameters tactdatsnormal conditions in a power
system. During power swings and out-of-step cood#j the protection performance of
protection types that monitor power flows, voltagesl currents may be affected by the
behavior of these system parameters. These pmmtedtipes include overcurrent,
overvoltage, distance, pilot and loss of excitafpootection [96].

The proper coordination with the protection schenmed conventionally in a power
system is essential to achieve the main objectiibe controlled islanding mechanism.
The islanding mechanism will be deployed only & tisturbance potentially affects the
synchronism of the generators connected to theemsystHence, some additional
protection actions are necessary to avoid incompectormance of the abovementioned
types of protections during power swings and oustep conditions. The protection type
used for this purpose is known@st-of-step blocking protection.

However, while solving the problem of incorrect f@aion performance, some
protection schemes can still operate to separa&eutistable generator stations without
unnecessary loss of supply to loads or damage upm®ents. The protection type used
for this purpose is known aait-of-step tripping protection.

For both out-of-step protection types (blocking amgping) the most common

method of detecting power swings and out-of-staplittons is based on the fact that the
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change in voltage and current during rotor angletalsie conditions is slow, unlike that
in short-circuit conditions [96].

From the point of view of design, it is necessargarefully select the quantities that
have to be monitored to initiate the triggering ws&tce in our controlled islanding
approach. After numerous dynamics simulations wiifferent operational conditions,
the quantities selected for monitoring were theaappt resistance of the weak tie lines
and the frequency of generators. The conditions clamtrolled islanding would be
reached if:

* The rate of change of the apparent resistancevefralemonitored lines is small

when they enter into the operating characteridtib® distance relays.

* The frequency of various generators exceeds 62 Hz.

6.4.1 Out of Step Protection

The out-of-step (OOS) relays are the basic mechatigt supports our islanding
strategy. The philosophy of out-of-step relayingsisiple and straightforward: avoid
tripping of any power system element during stasengs. Protect the power system
during unstable or out-of-step conditions.

When two areas of a power system, or two intercoi@aesystems, lose synchronism,
the areas must be separated from each other quacklyautomatically in order to avoid
equipment damage and shutdown of major portionthefpower system. Uncontrolled
tripping of circuit breakers during an OOS conditimould cause equipment damage and
pose a safety concern for utility personnel. Thaesfa controlled tripping of certain
power system elements is necessary in order toepteequipment damage, and

widespread power outages, and minimize the eftedise disturbance [97].
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Out-of-step protection functions detect stable powvesvings and out-of-step
conditions by using the fact that the voltage/cutrneariation during a power swing is
gradual while it is virtually a step change durimdault. Both faults and power swings
may cause the measured apparent positive-sequemgedance to enter into the
operating characteristic of a distance relay elémdme fundamental method for
discriminating between faults and power swings astriack the rate of change of
measured apparent impedance, which is a functiotheofreal and reactive power that

flows through a line, as expressed as follows [96].

app 2 2 2
R+Q R+

}|\/i|2 (6.17)

Clearly, swings are severe whéh and/orQ, are large aon| small. Under such
circumstance<,, is small. If the rate of change of the measurguhegnt impedance is

also small, then the out-of-step protection relagsild operate.

Figure 6.8 shows a typical swing trajectory foroant-of-step condition. It is shown in
the figure, that this particular fault would acteathe primary and remote backup
protection for this line and the adjacent ones.

Figure 6.9 shows the plot of apparent resistancéhi® given condition. As shown in
the figure, at approximately 1 sec., the rate @ngie of the apparent impedance is small,

which is the basis for the operation of the oustdp relays.
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Actual implementations of measuring the rate ofngjgaof the apparent impedance
are normally performed though the use of two impedaneasurement elements together
with a timing device. If the measured impedance/sstaetween the two impedance
measurement elements for a predetermined time aheut-of-step condition is declared
and an out-of-step blocking signal is issued tablihe distance relay elements operation
[97].

Impedance measurement elements with different shiagee used over the time for
out-of-step protection. The most common applicaiomclude double blinders,
concentric polygons, and concentric circles as show Figure 6.10 A, B and C

respectively [98]
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Figure 6.10: Out-of-Step Protection Scheme®§|
As mentioned before, there are basically two fuomdi related to out-of-step

protection. One is the out-of-step tripping pratactfunction that discriminates between
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stable and unstable power swings and initiates ar&twectionalizing or islanding during
loss of synchronism. The other function, called-austep blocking protection function,
discriminates between faults and stable or unstateer swings, blocking the action of
relay elements prone to operate during unstableepawings, avoiding, therefore,
cascading failures.

This blocking action could be used as input sigaahtelligent agents, in our case the
IPRs, in conjunction with overfrequency signal loé tyenerators to deploy the proposed
controlled islanding mechanism. The IPRs contrdioas will be complemented with
both frequency and voltage load shedding and uretgréncy/overfrequency protection
for generators. The main idea is to fully considee protection schemes used

conventionally in a power system.

6.4.2 Underfrequency Load Shedding

Any part of a power system will begin to deterier#tthere is an excess of load over
available generation. The prime movers and thesocated generators begin to
decelerate as they attempt to carry the excedseoload. Tie lines to other parts of the
system, or to other power systems, attempt to suiyg deficiency of generation. This
combination of events could provoke that the tieedi open due to overload, or the
separation of various parts of the systems dueotwep swings, which results in an
instability condition.

To prevent the complete collapse of the systemedratjuency relays are used to
automatically drop loads, by following a predetared scheme, to reduce the imbalance
between the available generation and the remnant io the affected area. To avoid

damages in parts of the power system due to abhdmegaency conditions, such actions
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must be taken promptly and must be of sufficiengnitade to preserve critical loads,
while enabling the remainder of the system to recofrom the underfrequency
condition.

The main objective of an underfrequency load shegidscheme is to quickly
recognize generation deficiency within any system automatically load shed, such that
the generation-load balance is achieved and nonsiygtem frequency is restored. To
accomplish this underfrequency relays are usedigmaut the system to drop increments
of load at specific frequencies. gxoperly designed scheme will prevent a major syste
outage under various abnormal operating conditie8pk

The traditional load-shedding scheme consists afetfrequency relays located at
critical feeder locations. When the frequency drbesow a preset value, the critical
feeders are disconnected from the system. If #aguigncy continues to drop, other load-
shedding stages are activated. Some underfrequieadyshedding schemes have as
many as five underfrequency stages set at, for pkgrb9.5, 59.3, 58.8, 58.6, and 58.3
Hz [100]-[101]. Ideally, all underfrequency loadeslding schemes should have the same
operating characteristic so that the schemes auilsineously across the power system
when the frequency drops below the predefined ciat.p

The amount of load shed is an important issue éendésign of any load shedding
scheme. The load shed should be sufficient to restgstem frequency to normal or
close to normal (above 59 Hz). To accomplish tiigould mean the load that is shed
should nearly equal the amount of overload.

It is not essential that the frequency be resteveattly to 60 Hz. If the frequency is

restored above 59 Hz, the remaining system gensrat@y pick-up the remaining
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overload through speed-governor action and resharérequency to normal condition. If
the generation does not have spinning reserve daypabperation above 59 Hz will not
be detrimental and the system operator will haicgent time to drop additional load or
to add new generation [100].

In our approach, a typical load shedding schenfevénsteps was applied, as shown
in Table 6.2. This scheme provides the capabititgrop up to 50% of the load. In this
case, large amounts of load are shed in the finget stages to restore the system
frequency rapidly.

TABLE 6.2
UNDERFREQUENCYLOAD SHEDDING SCHEME PROPOSED

Frequency Time Delay  Tripping Delay% Load Shed

Hz Cycles Cycles
59.5 3 2 15
59.3 3 2 10
58.8 3 2 10
58.6 3 2 8
58.3 3 2 7

Other more complex schemes of load shedding, basethe rate of frequency
decline, have been developed and applied in seuglifies. Detailed discussion of such

approaches could be found on [93] and [101].

6.4.3 Undervoltage Load Shedding

Voltage has always been considered as an integrabpthe power system response
and is an important aspect of system stability security. Thus, voltage stability and
collapse cannot be separated from the general ggrobf system stability. However, in
the recent years, the analysis of voltage stalilty assumed importance, mainly due to

several documents of voltage collapse in FrangeanlaBelgium and Florida. There are
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several factors which contribute to voltage colaps increasing load on transmission
lines, reactive power constraints, under-load tdyanging transformers and load
characteristics [93],[102]-[103].

System protection against voltage collapse consfsasitomatic control actions based
on local or wide-area measurements that aim adawpioltage instability. The system
protection has to be designed in coordination vgémerators and transmission lines
protections.

Several fast undervoltage load shedding schemes hegn designed similarly to
existing, widely used underfrequency ones [104B]1th our approach, this type of load
shedding was applied in conjunction with other @ctibn schemes to prevent system
instability. The scheme proposed includes sheddmgo 15% of load, in stages, with

proper time delay, as shown in Table 6.3.

TABLE 6.3
UNDERVOLTAGE LOAD SHEDDING SCHEME PROPOSED
Voltage Time Delay  Tripping Delay % Load Shed
p.u. Cycles Cycles
0.89 660 2 5
0.87 540 2 5
0.85 360 2 5

6.4.4 Generators Under/Overfrequency Protection

Generators and their auxiliaries are provides witider/overfrequency relays to
prevent damages due to emergency abnormal frequemcijtions.

As discussed Section 9.2.3 of [93], there are tvamrproblems with the operation of

generating units at low frequency:
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1. The first problem is concerned with the vibrgtetress on the high-low pressure
turbine blades. Since the effects of vibratory sstrare cumulative with time, the
operation of steam turbine below 58.5 Hz is seyamdtricted.

2. The second problem is associated with the pedace of plant auxiliaries driven
by inductions motors, such as boiler feed pump$ans supplying combustion air. At
frequencies below 57 Hz, the plant capability mayseverely reduced because of the
reduced output of these plant auxiliaries.

Overfrequency conditions, in some instances, woetdlt in reduced excitation of
the generating units, due to high voltages derieéda sudden lost of load. If the
excitation is greatly reduced, the generator migbt tripped by loss-of-excitation
protection. Furthermore, as a result of instabityditions, generators tend to accelerate,
which, if not controlled promptly, would cause sevelamages on the shafts and other
rotating components of the units [106].

Generators tripping actions, as a result of sews@er/overfrequency conditions,
were considered in our approach, as shown in T&alleThese tripping actions are based
in the steam turbine off-frequency limits showrfFigure 6.11 [99].

TABLE 6.4
GENERATORSOVER/UNDERFREQUENCYTRIPPING SCHEME

Frequency Time Delay Tripping Delay

Hz Cycles Cycles
62 360 2
63 0 2

57 0 2
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6.4.5 Wide Area Control Based on Intelligent PowRouters (WAC-IPRS)

Large interconnected power systems are usually dposed into areas or zones
based on various criteria, such as legislativetohtzal, geographical, organizational,
technical, etc. Therefore also the control of thieole interconnection is shared by
network operators responsible for their respedneas.

In many cases, each operator has only a limiteésacto the data (system state,
system dynamics, planned control actions and giege etc.) from other areas.
Interactions, such as contractual conditions fae @mergy delivery between energy
traders, load-generation balance, inter-area asfioitls, etc, are often present between
different parts of power systems [107].

To keep security on the desired level, a higherekegf coordination among existing
independent system operators (ISOs) is probablyimed; Obstacles in this effort may

arise due to technical (insufficient communicatinfrastructure, different data formats
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etc.) and non-technical constraints (conflicts ommercial and social interests or in
regulatory frames).

In this context, researches at University of Pudttoo - Mayaguez are currently
developing technologies for a next generation etteic power distribution networks
(EPDN) based on a distributed, de-centralized fraonk for control and communication
between system components. In our framework, thalligence that can be used for
control and coordination operations is embedded mtseries of computing devices
called the Intelligent Power Routers (IPRS).

The information exchange capability of the routprsvides coordination among
themselves to reconfigure the network, even wherd#signated principal control center
of the system has collapsed due to a natural ornreade disaster. The IPRs may achieve
their task using direct monitoring, area-limited-lore security assessment and adaptive
controls to establish a coordinated and local getamtrol actions to either apply
preventive countermeasures prior to a potential tuthance or corrective
countermeasures following a disturbance [108].

However, to perform wide area control, it is neeegshat the control areas share
information about the state of the system at aagetime. For that reason, we propose a
new control scheme, based on the IPRs, for catigcind sharing the information
necessary to asses the security of the entiremsyste

The main idea is that these IPRs have a databaseaédible contingencies as well
as the corresponding control actions in their aM¥den a disturbance occurs in one area,

the IPRs would send an alert message to the cantsgareas. If one of the conditions for
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islanding is reached, the affected area would sen@mergency message to the other
areas to initiate the triggering events, everyoni¢ area.

Figure 6.12 gives an illustration of the proposedesne. The local IPRs are capable
to perform local control actions such as line tmgp capacitor switching, local load
shedding and restoration process, among otherse Wida Control IPRs (WAC-IPRS)
are responsible for the information exchange betvageas and the coordination of local

control actions through local IPRs when a distudeaaffects the integrity of the system.
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Figure 6.12: IPRs Based Local and Wide Area Control
We will demonstrate through simulations that thelusion of these intelligent

controls minimizes the adverse effects of largéudmnces over the system.
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6.5 CASE STUDIES AND RESULTS

The effectiveness of the IPRs as defense mechaagsimst extreme contingencies
will be demonstrated through dynamics simulationgtee New England 39-bus and the
WSCC 179-bus test systems. The main character@ftitese systems are:

TABLE 6.5
MAIN CHARACTERISTICS OF THENEW ENGLAND 39-BUS TESTSYSTEM

Buses 39
Transmission Lines 38
Transformers 12
Generators 10
Base Demand 6,097.1 MW

Base Generation 6,140.8 MW

TABLE 6.6
MAIN CHARACTERISTICS OF THRNSCC179-BUS TESTSYSTEM

Buses 179
Transmission Lines 203
Transformers 60
Generators 29
Base Demand 60,785 MW

Base Generation 61, 412 MW

The simulations are made using a detailed genenatalel with governors, exciters
and, for the WSCC 179-bus test system, power systahilizers (PSS). In those cases,
underfrequency/undervoltage load shedding, gensratader/overfrequency tripping, as
well as out of step protection were also considefé@ loads were modeled as constant
impedances.

The Dynamic Reduction Program (DYNRED) of the Po#gstem Analysis Package

(PSAPAC) was chosen for forming groups of cohergemerators. The Differential
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Evolution algorithm was employed for solving thesteyn splitting problem for the case

studies.

6.5.1 New England 39-Bus Test System
The proposed controlled islanding scheme was d@ilyirtested in the New England
39 bus — 10 generator test system with satisfactesylts. Several cases with different

fault locations were analyzed, as shown as follows:

6.5.1 A: Fault on Buses 4 and 29

In this case the response of the system to sinmediss three phase faults were
examined. The sequence of events was:
» At 0.1 seconds a three phase fault occurred in2Bug he fault is cleared at 0.25
seconds by opening the line 28-29.
* At 0.26 seconds another three phase fault occurrdals 4, the fault is also
cleared at 0.41 seconds by removing the line 4-5.
Figure 6.13 shows a schematic of the New Englandu@9test system and the
location of the faults. In this case, if no otherezgency control is executed, generators at

buses 38 and 39 lost their synchronism, as showigures 6.14 and 6.15.



161

28

22

e

~

21

15

14

36

t

1€

17

18

w

aa)

IV

& &

A 10

7

Jo
| 31

g

Figure 6.13: New England 39-Bus Test System with Bl Locations

TIME IM SECORDS

-
I_ L TTrTT TTTT _ LU TTTT TTITT _ LU _ TT 1] TTITT TTT _. m
I Ot U SRR S R A Jdz
- m -
— e EEE TP -2
:
S SO | S S de
L ' 1=
- B 1z
- 1 4=
L ]
|_ 111 _ 1111 _ 1111 _ 1111 _ 1111 _ 1111 _ 1111 _ 11l _ 1111 _ 111 _| m
5T 05EL L EEE g5 L6 T6' 08T Fg =T 16 LEPS
by | HRSED T GEETGRAUGEASED
L 0770 =n9 0s alfue ane8) 10jelauah
ST OGE LEEEG 05 L0 TE'0ET fg=T LELER
g oMy | KRSED I GESTGHIUGERSED
| 07278 SMgze alfiue anlea) Joieiauah
ST 0sEL L EBE oz 260 Z6' 08T byt LB LE
o o | WRSED T GTETGRAUGEASED
| OZEFS 2ng e ajfiue anle|al J0jelauah
5T 05EL L EES g5 L6 T6' 08T oG L5 LER
0g o | KRSED I GTSTGHIUGERSED
| OZF9s =ng os alfiue anle|al 10lelauab
ST 0sEL LB oz 260 Z6' 08T Feg=r LB LE
0w | #RSED T GESTGRIURCESED
| 0728 Sngec alfiue anlea) Joieiauah
5T 05EH L EES g5 L6 T6' 08T THGL L5 LER
oM | HRSED T GEETGRAUGEASED
| 07768 SME 6E alfue anles) J0jelauah

Figure 6.14: Generators Relative Angles



162

o o o o o o
=] =] =] =1 =1 =1
rgg‘—gg‘—ag‘—ggt—ggl—fg:"'""""""""""""""""""""":
HLy Y Y B Y = [ i i ]
A% 8% RF g% R AT L | = ]
o fun) s} =t o = C i i .
iy} 5] [xx] o [as] [ix] C \ \ ]
\ |
gl slslsglealasaf : : ]
0 07 F00) F0) FU) FUI) fr—-------mm----- i e e e e L S E L L L e R = E L e —]
2| %) 2n| *m| %a| ¥m| 3F | | :
E \ \ ]
o oo o = ] = - i | ]
i} a5} ] o las] ] — ! ! 1
E i ]
- 1 : ]
o o o o o ol H H ]
=} =} =} =] (=) L P T [ T o e ]
o o [l o o o [ ' ' .
© © o o o o ' ' ]
F \ \ ]
- ' ' -
\ \
E 1 \ ]
E \ \ ]
\ \
= \ \
T F 0§ 0§ 0F S S
g ¢ & & & ¢@&f :
- \ \
F \ \
- - - - - - \ Iy
H |
’r_\f‘% ﬁﬁ ‘I:IH% ‘I:IH% ’r-_u“% ﬁﬁ — i
o oy oy oy oy oy [ 7
g Qg e g DRy B Y = : ]
co Lo Lo LoagtoEtal i ]
PENRENTENRENDEN RSN et et -
e - -5~ 252525 [ \ ]
ot ageageagoeageagel = i i
= @ = @ = @ = @ - —w [ = I ]
5§ 5% 59 5§ 58 B8 ¢ = - ]
®1 ®1 TB1 Tl T% OTY O . 1 —
wgn'z cn(g.'z mgn'z mgn'z m§ m§ C | | =
= = = = = = [ 7
mﬁomﬁomﬁgmﬁomﬁomﬁgz i H H b
DBl oD Bo® B0 Eal0 8 S0 1 il . i ISR I NN RN SN AN NIRRT VAN (T SN RN RE N B M
o o o o o
=} =} =] D D oo 0.33 0.67 1.00 1.24 1.67
TIME IM SECONDS

Figure 6.15: Generators Speed (Hz)

The lines 1-2, 8-9, 15-16, 17-27, 17-18 and 25-28ewselected by DYNRED as
weak tie lines for this particular case. As mergwrbefore, the proposed controlled
islanding scheme will be deployed by monitoring tlade of change of the apparent
resistance and the generators speed. The conditonsontrolled islanding would be
reached if:

* The rate of change of the apparent resistancevefralemonitored lines is small

when they enter into the operating characteridtib® distance relays.

* The frequency of various generators exceeds 62 Hz.

As shown in the Figure 6.16, after the occurrerfdhe faults there is a rapid change
in the apparent resistance of the monitored lindswever, at approximately 0.57

seconds small changes in the lines apparent nesestre detected and the frequency of
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the generator connected at bus 38 surpass thénthtalegalue of 62 Hz. Therefore, the

conditions for islanding are reached at this time.
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Figure 6.16: Lines Apparent Resistance
Differential Evolution solves effectively the systesplitting problem for this
particular case. The generator-load imbalance efistands formed is shown in Table
6.7.

TABLE 6.7

INITIAL GENERATOR LOAD IMBALANCE

Group

Pc

P
(MW)

Difference

Qe

Q
(MVAR)

Difference

A WDN PP

830.0
2350.0
1917.1
1000.0

909.5
2265.1
1818.5
1104.0

79.5
84.9
98.6

104.0

22.8

589.2

550.0
88.3

147.0
425.7
586.2
250.0

124.2
163.5
36.2
161.7
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The islands are formed by opening the lines 1-39, 8-18, 14-15, 25-26 and 17-27
at 0.67 seconds (0.10 seconds after that the ¢ondif islanding is reached). The final

configuration of the islands is shown in Figure76.1
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Figure 6.17: Final Configuration of the Islands

Finally, Figure 6.18 shows the generators speeer aftanding. By applying the
proposed controlled islanding scheme the systenairesystable after the occurrence of
such disturbances. The proposed underfrequency watkrvoltage load shedding
schemes drop a total of 213.73 MW and 34.55 MVARhefload.

It is interesting to note that the generators dbraeturn to nominal frequency after
islanding. Therefore, it is necessary to perforrmeoother control actions, such as
adjusting the governor’s set point, activate nomspg and contingency reserves or

selective load shedding, to restore the systemeambminal frequency.
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Figure 6.18: Generators Speed after Islanding

6.5.1 B: Fault on Buses 5 and 16

For the second case, simultaneous faults on busasd516 are considered. The
sequence of events used in the analysis was:
* At 0.1 seconds a three phase fault occurred inlbud he fault is cleared at 0.25
seconds by opening the line 16-21.
* At 0.26 seconds another three phase fault occurrdals 5, the fault is also
cleared at 0.41 seconds by removing the line 5-6.
Figure 6.19 shows the schematic of the New Engla®wbus test system and the
location of the faults. The result of these faufteo other emergency control is executed,
is that the generators at buses 30, 34, 38 an®s39 their synchronism, as shown in

Figures 6.20 and 6.21.
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Figure 6.21: Generators Speed

Figure 6.22 shows the plot of the apparent resistéor the tie-lines 1-2, 3-18, 4-14,
5-8, 16-19 and 17-27. By monitoring the rate o&rale of the apparent resistance of
these tie-lines the controlled islanding strategyld be deployed by the IPRs.

Initially, due to the three phase fault at bus tt& rate of change of the apparent
resistance of almost all lines monitored is smidbbwever, at this particular point the
magnitude of the line’s apparent impedance is lstitie; hence the out-of-step blocking
and tripping functions are not active. This comtftiof islanding is obtained a few
milliseconds later (at approximately 0.78 seconda¥ shown in Figure 6.21.
Consequently, the islands are formed by openingities 1-2, 9-39, 13-14, 16-24, 17-18
and 17-27 at 0.88 seconds. Table 6.8 shows thaligénerator-load imbalance obtained
through the DE optimization process for the casmgurfé 6.23 shows the final

configuration of the islands.
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TABLE 6.8
INITIAL GENERATORLOAD IMBALANCE
Group Pc P Difference Qg Q Difference
(MW) (MVAR)
1 1140.0 1277.0 137.0 275.7 288.3 12.6
2 2747.1  2886.0 138.9 572.8 763.2 190.4
3 1210.0 830.1 379.9 313.6 107.4 206.2
4 1000.0 1104.0 104.0 88.3 250.0 161.7

Figure 6.24 shows the generators speed after isign®y applying the proposed

controlled islanding scheme the system remainslestafier the occurrence of the

disturbances. The proposed undefrequency and unitheye load shedding schemes drop

a total of 870.14 MW and 201.49 MVAR of the loads the previous case, none of the

generators returns to nominal speed after islandiegce some other control actions

must be necessary to restore the nominal frequehitye islands.
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6.5.1 C: Summary of Results New England 39-BusSyestém

Table 6.9 gives the summary of results of the satrah performed in the New
England 39 Bus — 10 Generators test system. Thsopeal controlled islanding scheme
helps to the system to remain stable in a degradede after the occurrence of the

disturbances.

TABLE 6.9
REAL AND REACTIVE POWER SHED FOR THENEW ENGLAND 39-BUS TESTSYSTEM
Fault on lines Real Power Shed Reactive Power Shed %P Total %Q Total
(MW) (MVAR)
16-21 978.3 247.1 16.05% 17.54%
16-21/17-18 1003.35 259.26 16.46% 18.40%
5-6/16-21 870.14 201.49 14.27% 14.30%
28 - 29 604.26 110.23 9.91% 7.82%
4-5/28-29 213.73 34.54 3.51% 2.45%
2-25/19-33 1216.02 237.46 19.94% 16.85%

As shown in the table, the most severe contingeras in which simultaneous faults
on lines 2-25 and 19-33 occur. Due to unbalancésiwthe islands, 19.94% of the real

power demanded has to be shed in order to avoidaimplete collapse of the system.

6.5.2 WSCC 179-Bus Test System

To test the capability of the proposed controllsidnding scheme in more realistic
scenarios, the WSCC 179-Bus test system was usadiest case system. Figure 6.25

presents the schematic of the test system.
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6.5.2 A: Fault on Buses 83, 170 and 172.

In the first case, three 500-kV transmission lipkexed in the west part of the system
are tripped simultaneously. The sequence of thatswesed in simulations was:

* At 0.1 seconds a three phase fault occurred irBBudhe fault is cleared at 0.25

seconds by opening the line 83-168.

» At 0.26 seconds another three phase fault and #&leldine to ground fault
occurred in buses 170 and 172, respectively. Tfaagdts are also cleared at 0.41
seconds by removing the lines 83-170 and 83-172.

Figure 6.26 presents a snapshot of the systeneiarda of the analysis. Simulations
conducted on the system indicate that this dishabawill result in the system being
unstable. In this case, generators at buses 3&n@5162 lose their synchronism, as
shown in Figure 6.27 (generators relative angldsipyre 6.28 (generators speed) for this
particular disturbance.

At 0.55 seconds the lines apparent impedance eritethe operating characteristic
of the distance relays, as shown in Figure 6.2€,the speed of generator connected at
bus 36 exceed 62 Hz. Hence, the conditions fondstey are reached at this point.

In this case, based on the slow coherency gensrgimuping, the system was
separated into 5 different islands by removinglihes 12-20, 12-22, 16-19 I, 16-19 II,
27-139, 31-32, 66-78 and 85-156 at 0.65 secondsh@sn in Figure 6.30. Table 6.10
shows the initial generation-load imbalance for thlands, obtained by solving the

system splitting problem with the Differential Eutibn algorithm.
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Figure 6.29: Lines Apparent Resistance

TABLE 6.10
INITIAL GENERATORLOAD IMBALANCE
Group P P.  Difference Qg Q Difference
(MW) (MVAR)
1 4480.0 3700.0 780.0 1150.1 700.0 450.1
2 2910.0 1800.0 1110.0 952.7 300.0 652.7
3 22515.0 21049.0 1465.9 4433.1 4608.3 175.2
4 10910.0 10474.0 435.8 1168.1 983.2 184.9
5 20596.0 23763.0 3166.8 4621.5 8759.8 4138.3

Figure 6.31 shows the generators speed after isign®y applying the proposed
controlled islanding scheme the system remaindesttter the occurrence of this set of
disturbances. The underfrequency and undervolaag $hedding schemes drop a total

of 4,611.95 MW and 5,286.81 MVAR of the load.
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Figure 6.31: Generators Speed after Islanding

6.5.2 B: Fault on Buses 83, 170 and 172.

Finally, an extreme severe contingency was analylrethis case, four lines of the
eastern part of the system are tripped simultarigolise sequence of the events used in
simulations was:

» At 0.10 seconds a three phase and a double groufaalt occur in buses 12 and

136, respectively, as shown in Figure 6.32. Thas#td are cleared 0.15 seconds
later by removing the lines 12-139, 16-136 | anel36 II.
» At 0.26 seconds another three phase fault ocoutkjs case in bus 27. The fault

is cleared at 0.41 seconds by removing the lines387
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Simulations conducted demonstrated that, afteradt@urrence of these disturbances,
generators at buses 4, 36, 112 and 162 lose tyrahsonism, as shown in Figures 6.33
and 6.34. As a result of these disturbances, lagmllations in the frequency of

generators are observed; even in those generdtmsdpthe western part of the system

(generators at buses 65, 103 and 112).
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As shown in the Figure 6.35, after the occurrerfdd® faults there is a rapid change
in the apparent resistance of the monitored litdswever, at approximately 0.52
seconds small changes apparent resistance ofribee H-17 and 158-164 are detected.
When the apparent impedance of those lines emteitsei operating characteristic of the

distance relays, the conditions of islanding aeehed at this point.
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Figure 6.35: Lines Apparent Resistance

Based in the slow coherency generators groupingriéhgn, the system was divided
in six different islands. The Differential Evoluti@lgorithm solves effectively the system
splitting problem for this particular case. The getor-load imbalance of the groups
formed is shown in Table 6.11. The islands are &utrat 0.62 seconds by tripping the
lines 5-17, 31-80, 76-82 (I, Il and 111), 85-15@)8 133, 119-134 and 158-164, as shown

in Figure 6.36.
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TABLE 6.11
INITIAL GENERATORLOAD IMBALANCE
Group Ps P Difference Qg Q. Difference
(MW) (MVAR)
1 8930.0 8200.0 730.0 2161.0 1700.0 461.0
2 19335.0 18044.0 1290.3 4089.4  4538.3 448.9
3 6758.0 7615.3 857.3 2156.5 3031.1 874.6
4 6988.0 6556.9 431.1 926.9  1123.9 197.0
5 11148.0 15368.0  4220.5 2176.4  4821.7 2645.3
6 8252.0  5000.7 3251.3 815.3 136.3 679.0

Figure 6.37 shows the generators speed after isign®y applying the proposed

controlled islanding scheme the system remainslestafier the occurrence of the

disturbances. The proposed undefrequency and unitheye load shedding schemes drop

a total of 4,752.09 MW and 4,323.79 MVAR of thedo#&s the previous cases, none of

the generators returns to nominal speed afterdsignhence some other control actions

must be necessary to restore the nominal frequehitye islands.
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Figure 6.37: Generators Speed after Islanding
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6.5.2 C: Summary of WSCC 179-Bus Test System

Table 6.12 gives the summary of results of the REtran performed in the WSCC
179 Bus - 29 Generators test system. The propaseiiotied islanding scheme avoids
the complete collapse of the system in all casdiesy even in those that involve

simultaneous faults in multiple locations.

TABLE 6.12
ReAL AND REACTIVE POWERSHED FOR THEWSCC179-BUS TESTSYSTEM
Fault on lines Real Power Shed Reactive Power Shed%P Total %Q Total
(MW) (MVAR)
83-168/83-170 2663.56 4671.26 4.38% 30.43%
83-178/83-170/ 0 0
83 — 172 4611.95 5286.81 7.59% 34.44%
12 - 139 2218.8 4107.24 3.65% 26.76%
12-139/27-139 3177.12 4160.49 5.23% 27.10%
13-139/27-139/ o o
16 - 136 (1) 3083.36 4132.45 5.07% 26.92%
14-139/27-139/ 4255 g9 4323.79 7.82% 28.17%

16 - 136 (1 and I1)

6.6 MODIFICATION OF THE ORIGINAL SIMULATIONS

In order to demonstrate the effectiveness of tl@gsed controlled islanding scheme
in more extreme conditions, the following simulatiparameters were modified:

* The underfrequency load shedding scheme.

* The time delay associated to the communicationdata processing by the IPRs.

 The load model.

6.6.1: Effect of the Underfrequency Load Shedduige®e
As explained before, the amount of load shed shbaldufficient to restore system
frequency to nominal or close to nominal (aboveHz9. To accomplish this, it would

mean the load that is shed should nearly equalrtieunt of overload.



184

In the original load shedding scheme applied, deoto restore the system frequency
rapidly, large amounts of load are shed in thet filsee stages. This scheme was
modified by changing the percentage of load sheshrh stage, as shown in Table 6.13.
In all cases the underfrequency load shedding sehmovides the capability to drop up

to 50% of the load.

TABLE 6.13
MODIFICATIONS OF THEUNDERFREQUENCYL OAD SHEDDING SCHEME
Frequency Base Case LS2 LS3 LS4 LS5

Hz % Load Shed % Load Shed % Load Shed % Load Shédad Shed
59.5 15 10 5 0 0

59.3 10 15 15 15 10
58.8 10 10 10 10 10
58.6 8 7.5 7.5 10 15
58.3 7 7.5 7.5 15 15

6.6.1 A: Results on the New England 39-Bus Testi8ys

Table 6.14 and Figure 6.38 show the effect of thesdifications on the real and

reactive power shed of the New England 39-bussiegem.

TABLE 6.14
EFFECT OF THELOAD SHEDDING SCHEME ON THENEW ENGLAND 39-BUS TESTSYSTEM
. Base LS2 LS3 LS4 LS5
Lines Opened
p shed Qshed l:)shed Qshed F>shed Qshed F>shed Qshed l:)shed Qshed
16 - 21 978.3 247.1 978.3 247.1 904.5 225.7 733.0 182.2 .2531 131.1

16-21/17-18 1003.4 259.3 1002.6 259.1 962.1 242.3 1015.8 261.901.0 224.8
5-6/16-21 870.1 2015 806.5 174.7 620.1 126.0 508.6 104.8 .0454 95.8
28 - 29 604.3 110.2 549.0 97.7 494.3 85.3 608.4 110.9 553.298.4
4-5/28-29 213.7 34.5 213.7 34.6 1751 28.3 136.4 22.1 91.0 .714
2-25/19-33 1216.0 237.5 1002.3 185.2 814.4 1411 913.1 157.931.88 136.6
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Figure 6.38: Real and Reactive Power Shed by the Wd.oad Shedding Schemes
6.6.1 B: Results on the WSCC 179-Bus Test System
Table 6.15 and Figure 6.39 show the effect of tloglifitations of the load shedding
scheme on the real and reactive power shed of tRE@V179-bus test system.
Is interesting to observe from the graphics that,general, the amount of load
shedding decreases when reduces the percentagadoshedding in the first stages. In
some cases, the percentage of load shedding iesredise to the complex interactions

between the generators and their controls.
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TABLE 6.15
EFFECT OF THEL OAD SHEDDING SCHEME ON THEWSCC179-BUs TESTSYSTEM
. Base LS2 LS3 LS4 LS5
Lines Opened
p shed Qshed Pshed Qshed F)shed Qshed F)shed Qshed Pshed Qshed
83-168/83-170 2663.6 4671.3 3647.6 47847 3152.9 4703.9 219271945 33941 46585
83 - 1;3? / f732‘ 170/ 46120 5286.8 41456 5146.6 3308.3 49297 3546.70648 3690.0 47823
12 -139 2218.8 4107.2 2209.4 41064 2262.0 4010.8 1309.31088 9453  3619.1
12-139/27-139 3177.1 41605 30509 4131.1 26457 4039.0 1466.82338 24621 3766.2
13- 11639 1’ 3267 (])139 /30834 41325 3067.6 41312 3058.0 40499 2104.04688 17123 3652.4
14-139/27-1391/ 4755 1 43238 47495 43235 4433.6 4197.3 4190.638.80 3870.5 3832.0

16 - 136 (I and 1)

8.00%:;

7.00%:

6.00%:

5.00%:

% Load She
0,
(MW) 4.00%|

3.00%:

2.00%:

1.00%

0.00% - -
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H (andll)
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0.00%’ = L L L L - oLs4
83-1683-1782-13912 - 1333 - 1394 - 139 oLss
/83- /83- 127- 127- [27-
170 170/83 139 139/16139/16
-172 - 136 (I)- 136 (I
and I1)
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Figure 6.39: Real and Reactive Power Shed by the Wd.oad Shedding Schemes
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6.6.2: Effect of the Delay Associated with the Comgations and Data Processing

The effectiveness of the controlled islanding schetepends principally of speed of
communication devices and the data processing dyRRs. The communication delays
estimated to various communication links in widesameasurement systems are [109]:

TABLE 6.16
COMMUNICATION DELAYS IN WIDE AREA MEASUREMENTSYSTEMS

Associated Delay

Communication Link

(ms)
Fiber optic cables 100-150
Digital microwaves links 100-150
Power line carriers (PLC) 150-350
Telephone lines 200-300
Satellite links 500-700

In the previous simulations, a fixed delay of 108 was used for considering the
speed of communication devices and the data prmgelyg the IPRs. In order to account
more realistic scenarios, this delay was increasateps of 100 ms, from 100 ms to 500

ms.

6.6.2 A: Results on the New England 39-Bus Test18ys

Table 6.17 and Figure 6.40 show the effect of thedifications of the delay
associated to the communication links and datagssong, on the real and reactive power

shed of the New England 39-bus test system.
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TABLE 6.17
EFFECT OF THECOMMUNICATION DELAYS ON THENEW ENGLAND 39-BUS TESTSYSTEM
Lines Opened Base CTD2 CTD3 CTD4 CTD5
shed Qshed Pshed Qshed F’shed Qshed Pshed Qshed Pshed Qshed
16-21 531.2 131.1 531.2 131.1 556.7 133.5 633.2148.6 780.4 186.5
16-21/17-18 901.0 224.8 1059.5 255.5 1296.8 27.8 1195.1 237.9 1594.8 406.4
5-6/16-21 454.0 95.8 242.6 54.8 242.6 548 71.@ 57.5 333.6 69.5
28 - 29 553.2 98.4 442.9 80.1 553.2 98.4 553.2 98.4 553.2 98.4
4-5/28-29 91.0 14.7 91.0 14.7 91.0 14.7 91.0 14.7 91.0 14.7
2-25/19-33 831.8 136.6 1117.6 224.4 11715 2.4 11715 242.6 11715 242.6
30.00%;
25.00%;
20.00%;
% Load She OBase
Mw)  1500% BCTD2
10.00% ocTos
OCTD4
5.00%: BCTD5
0.00%
16-21 16-21/175-6/16- 28-29 4-5/28-2-25/19-
-18 21 29 33
Lines Opened
30.00%;
25.00%;
20.00%;
% Load She OBase
(MvAR) 1500% BCTD2
10.00% OCTD3
OCTD4
5.00%, BCTD5
0.00%'
16-21 16-21/5-6/16- 28-29 4-5/28-2-25/19
17-18 21 29 -33
Lines Opened

Figure 6.40: Real and Reactive Power Shed by Diffent Communication Delays



6.6.2 B: Results on the WSCC 179-Bus Test System

Table 6.18 and Figure 6.41 show the effect of thedifitations of the delay

associated to the communication links and datagsing, on the real and reactive power

shed of the WSCC 179-bus test system.
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TABLE 6.18
EFFECT OF THECOMMUNICATION DELAYS ON THEWSCC179-BUS TESTSYSTEM
Lines Opened Base CTD2 CTD3 CTD4 CTD5
l:)s,hed Qshed F)shed Qshed Pshed Qshed Pshed Qshed F)shed Qshed
83-168/83-170 2663.6  4671.3 39965  4808.0  4733.8 51672 47338 6731 4733.8  5167.2
83 - 187 :f / 3732'170‘ 4612.0 5286.8  3770.8 47882  3663.7 47761 41004 5388 36746 47798
12 - 139 22188 41072 9453 36191 9453  3619.1 9453  13619.1517.3  3657.9
12-139/27-139 3177.1 41605 24743  3766.2 25484 37159 15740 4936 42559  4676.4
13 '11639 1’ 3267 (]1)39 ' 3083.4 41325  3147.4 37353 32295  3737.7 24545 8737 4683.1  4732.6
14-139/27-139/ 4750 1 43238 38705  3832.0 38525  3832.0 37189 8237 37046  3775.7
16 - 136 (I and II)
8.00%
7.00%;
6.00%/
5.00%/
% Load She
(Mw) 4.00%) O Base
3.00%/ BCTD2
2.00%/ OCTD3
1.00%: OCTD4
0.00% | OCTD5

83-168/83-178/ 12-139 12-139/13-139/ 14-139/

83-170 83-170/ 27-139 27-139/ 27-139/
83-172 16 - 136 (1)16 - 136 (I
and II)

Lines Opened
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30.00%
25.00%

% Load She 20.00%,
(MVAR) 15 009, o Base
mCTD2
10.00%)
OCTD3
5.00% O CTD4
0.00%) LI 1 | i i i a = o CcTD5
83-168 83 -178/12 - 139 12 - 13913 - 13914 - 139 /
83 -17083 - 170/ 27 -13927 - 13927 - 139 /
83 - 172 16 - 136 16 - 136
m (land II)

Lines Opened

Figure 6.41: Real and Reactive Power Shed by Diffent Communication Delays
In general, the result of an increased communinalieay is an increased amount of
real and reactive power shed. However, it is evidleat a fast response of the controls
and communication devices to major disturbancesongs the stability performance of

the system.

6.6.3: Effect of the Load Model

Electric loads characteristics play an importané ria the power system dynamics.
Traditionally, polynomial (ZIP) load models are sadered in dynamic simulations. In
these models the load could be classified as aginptawver, constant current, constant
impedance or a combination of them depends on d¢ltage sensitivity of the loads, as

shown in (6.18) [110]:

(6.18)
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WhereVy, Po andQy are normally taken values at the initial operatoagditions. The
parameters of this polynomial model are the cokefficsa; to as and the power factor of
the load.

Originally, the constant impedance load model wsedun simulations. Other three

additional load models were also analyzed in outkwas given in Table 6.19.

TABLE 6.19
MODIFICATIONS OF THEL OAD MODEL

Case Studies Constant Impedance (2) Constant Current (1) Congawer (P)
Q P Q P Q

Base 100% 100% - - - -
Model 1 - 100% 100% - - -
Model 2 - - 100% 100% - -

Model 3 30% 30% 40% 40% 30% 30%

6.6.3 A: Results on the New England 39-Bus Test18ys

Table 6.20 and Figure 6.42 show the effect of tloglifrcations of load model on the

real and reactive power shed of the New EnglandiB9test system.

TABLE 6.20
EFFeECT OF THELOAD MODEL ON THENEW ENGLAND 39-BUS TESTSYSTEM
Lines Opened Base Model 1 Model 2 Model 3
l:)shed Qshed l:)shed Qshed l:)shed Qshed l:)shed Qshed
16 - 21 531.2 131.1 517.0 153.3 1223.0 278.9 ™mM31. 341.9
16-21/17-18 1059.5 255.5 1349.4 333.3 1229.3 3145 1355.2 329.4
5-6/16-21 242.6 54.8 455.7 105.1 1084.1 @47. 1527.2 409.3
28 - 29 4429 80.1 553.2 98.4 553.2 98.4 553.2 98.4
4-5/28-29 91.0 14.7 91.0 14.7 91.0 14.7 909.5 147.0

2-25/19-33 1117.6 224.4 1647.9 376.7 1556.1 57.8 1959.3 419.9
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35.00%,
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25.00%
20.00%
% IE&?;\]/)She‘ °l O Base
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Figure 6.42: Real and Reactive Power Shed by Diffent Load Models

6.6.3 B: Results on the WSCC 179-Bus Test System

Table 6.21 and Figure 6.43 show the effect of tlelifications of load model on the

real and reactive power shed of the WSCC 179-misistem.
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TABLE 6.20
EFFECT OF THELOAD MODEL ON THEWSCC179-BUs TESTSYSTEM
Lines Opened Base Model 1 Model 2 Model 3
Pshed Qshed Pshed Qshed Pshed Qshed Pshed Qshed
83-168/83-170 2663.6  4671.3  3209.0 47362  3780.8 48353 47875 3349
83 - 1873? / f732‘ 1707 46120 5286.8 1941.4  4564.7 2049.3 4596.0 2369.3 18.87
12 -139 22188  4107.2 1507.0  3657.9 1533.7 36579 40953 6839
12-139/27-139 3177.1 41605 38525  3832.0  4013.9 38395 37814 3638
13-139/27-139/ 30834 41325 45923 45984 41830  4260.1  4097.6 2943
16 - 136 (1)
14-139/27-139/ 4955 4 4323.8 5445.9 44745 5077.4 4402.8 5067.0 02.84
16 - 136 (1 and II)
9.00%
8.00%
7.00%-
6.00%-
% Load She 5-00%;
(MW) 4.00% OBase
3.00% B Model 1
2.00%! 0O Model 2
0O Model 3

1.00%:{

0.00%"

83-168/83-178/ 12-139 12-139/13-139/ 14-139/
83-170 83-170/ 27-139 27-139/27-139/
83-172 16 - 136 (1)16 - 136 (I

and Il)

Lines Opened
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0.00%"
83-168/83-178/12-139 12-139/3-139/14-139/
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Figure 6.43: Real and Reactive Power Shed by Diffent Load Models
It is evident that complex load models increase pbssibility of collapse of the
system in response to major disturbances. In genesmposed load models raise the

amount of real and reactive power shed through lsitons.

6.7 CONCLUSION

Traditionally, power systems have been operatedcanttolled in a centralized way,
and with a considerable amount of human interventidnder such circumstances,
cascading outages may result extremely difficulptevent or control. In this context,
researchers of the University of Puerto Rico at dMriez have proposed a distributed and
“intelligent” control scheme, the so-called Intgdnt Power Routers (IPRs), aimed at
minimizing the potential damaging effects that gandisturbance may cause on a power
system. One of the potential applications of thigelligent controls is to support a

controlled islanding scheme to prevent cascader&slin power systems.
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The main objective of the controlled islanding sokeis to properly separate the
system into several subsystems of reduced capac#yoid passive collapse or blackout
over the entire system. The basis for forming thlanids is to minimize the load—
generation imbalance in each island, thereby tatiig the restoration process.

To reduce the amount of inter-area oscillationgnelsronous generators must be
separated into different groups or islands. In tbése, the slow coherency based
generators grouping allows coherency to be examiméerms of the eigenvector matrix
of the electromechanical modes.

In the proposed controlled islanding scheme, tihecgen of the quantities that must
be monitored to assess the vulnerability of theesysand the coordination with the
protection schemes used conventionally are essémizhieve the main objective of the
islanding strategy. The islanding mechanism is a@ggd only if the disturbance
potentially affects the synchronism of the genesmtmonnected to the system. Hence,
some additional protection actions are necessamvtdd incorrect performance of the
conventional protection schemes during power swargsout-of-step conditions.

The information exchange capability of the Intedliy Power Routers gives the
flexibility to develop an adaptive controlled isthng scheme, which guarantees a better

response of the system to large disturbances.



196

CHAPTER 7

CONCLUSIONS, RECOMMENDATION AND FUTURE WORK

7.1 GENERAL CONCLUSIONS

This thesis has presented a novel optimizationnigcie, the Differential Evolution
algorithm, with the intention of solving variousmplex optimization problems in power
systems. In particular, the problems analyzed inwaork were the Optimal Reactive
Power Planning, Congestion Management in RestredtuPower Systems, State
Estimation with Phasor Measurement Units, Stateintaésion with Equality and

Inequality Constraints, and the System SplittingldRrm for Controlled Islanding.

The DE models developed for solving these problevese successful in finding
optimal solutions while providing a good convergemate. The proposed models were
tested in several case studies and the resulttettaere compared with those obtained

by using other traditional and evolutionary optiatinn algorithms.

The main features of the developed models for thep optimization problems

addressed in this research are highlighted asisllo
1. Optimal Reactive Power Planning

DE was capable of solving successfully the Read®eeer Planning problem, which
is inherently a mixed discrete optimization probjgoviding a considerable reduction
in the system losses and an improvement on thagelprofile over the system for all

case studies.
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Mathematically, the problem was formulated as bsthgle and multiobjective
optimization problem with several equality and inelity constraints. The results
obtained proved that the DE algorithm is approprfat solving highly nonlinear mixed-

integer optimization problems.
2. Congestion Management in Restructured Power Systems

In this case, the DE algorithm was used for solwagious congested scenarios in
restructured power systems. The problem was fotedlas an optimal power flow
function, aimed at minimizing the amount of the lpobilateral and multilateral
transactions that has to be rescheduled in ordardiml system congestion.

The results obtained showed that the willingnespap and the curtailment strategy
selected by market participants are two factorst thdl significantly affect the
constrained dispatch. Obviously, while higher thiimgness to pay, less the curtailment
of the transaction requested, but the complex aote®ans among market participants

underline the need for careful design of the didpatrategies.
3. Power Systems State Estimation

In this chapter, the integration of the new tecbgglof phasor measurement units
(PMUs), the incorporation of operational constraitid the traditional state estimation
formulation, and the way that these features cteldised to improve the estimation of
the real state of the system in the new emergiactrtity markets, have been analyzed.
The DE state estimation model developed shows fiectereness and flexibility for

solving larger systems with few available and ndiseasurements.
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The results obtained through the case studies #imwhe angle measurements could
effectively enhance the performance of the WLStestatimation algorithm. However,

these measurements can degrade the performamey idte not accurate enough.

On the other hand, the operational constraintsbeautilized effectively in enhancing
the reliability of the state estimators. The resutbtained through the case studies
demonstrated that the constrained WLS estimatam ew the presence of bad data in

parts of the system, could perform a reliable esfilom of the real state of the system.

4. IPRs Based Controlled Islanding Scheme

Traditionally, power systems have been operatedcanttolled in a centralized way,
and with a considerable amount of human interventidnder such circumstances,
cascading outages may result extremely difficulptevent or control. In this context,
researchers of the University of Puerto Rico at dMriez have proposed a distributed and
“intelligent” control scheme, the so-called Intgdnt Power Routers (IPRs), aimed at
minimizing the potential damaging effects that gandisturbance may cause on a power
system. One of the potential applications of thielligent controls is to support a
controlled islanding scheme to prevent cascader&slin power systems.

The main objective of the controlled islanding sokeis to properly separate the
system into several subsystems of reduced capacéyoid passive collapse or blackout
over the entire system. The basis for forming thlanids is to minimize the load—
generation imbalance in each island, thereby tatilig the restoration process. In this

case, DE was used as optimization tool for sol#mg complex optimization problem.



199

Based on the results obtained by DE, a flexible affitient controlled islanding
scheme has been proposed, which guarantees a lespemse of the system to large
disturbances.

According with the successful implementation of tteveloped models in the
addressed problems, we can summarize that theseelsnodpresents a valuable
contribution to the field of the evolutionary comation techniques and their applications

for the solution of power systems optimization peofs.

7.2 RECOMMENDATIONS

Differential Evolution, as well as other evolutiopaalgorithms, is based on
stochastic methods to determine the solution aacefore do not guarantee to obtain an
optimal solution at all times. However, an adequageurbation strategy along with a
correct set of control parameters such as the ngcdhlctor, crossover constant and
population size may lead to very successful resultscomplex and large scale
optimization problems, in a reasonable computdaiioe.

The two strategies that perform better were ther@iel/1/bin and the DE/best/2/bin.
The first one creates generations by perturbingradomly selected vector with the
difference vector. The other one creates genematiyrperturbing the best solution found
so far with two difference vectors. The DE/bestif2fias good convergence property on
unimodal functions, but this strategy could confrpassible stagnations in local minima
in multimodal function, when the population divéysidiminished. The classic DE
formulation (DE/rand/1/bin) has slower convergenate, but is more reliable than the
DE/best/2/bin. Since this strategy perturbs rangoselected vectors over the solution

space, the algorithm has the capability to escage focal minima more easily.
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The scaling factor is an important parameter tbatrols the rate at which population
evolves. In general, to avoid premature convergentlee DE algorithm, it is crucial that
F be of sufficient magnitude to counteract this @@ pressureOn the other hand, the
scaling factorF should not be chosen too large, since the numbduration evaluations
increases ak increasesWhile there is no upper limit oR, effective values lie in the range
of [0, 1+]. However, the classical DE approach (@2BRd/1/bin) performs better with
scaling factors in the range [0.5 0.7].

The crossover constantd) controls the diversity of the population. Relati high
values of Cr result in higher diversity and improved convergerspeed. However,
beyond a certain threshold value, the convergeat® may decrease or the population
may converge prematurely. On the other hand, syablkes ofCy increase the possibility
that the algorithm stagnates in local minima. Basedhe case studies, as suitable range
of the crossover constant for the classical DE @ggdn (DE/rand/1/bin) was [0.75 1.0]. A
more succinct range could be [0.85 0.95], sincthim range a better performance of the
algorithm is observed.

The population size plays an important role indlgorithm convergence rate. Small
population may cause a poor searching performandestagnations in local minima.
Large populations increase the possibility for firgdoptimal solutions at the expense of
a large number of function evaluations. The optisgéction of this parameter is that is
offers good searching performance with a minimumber of individuals. According to
our experience a reasonable choice for the populaize is between three to eight times
to the number of variables involved in the optiniima process. This population size
provides to the algorithm enough members for séagckhe solution space, with a

minimum computational requirement.
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In constrained optimization problems the penaltsapeeters for constraint evaluation
are very important in the success and performafnt¢heoDE algorithm. Large penalty
factors typically the convergence speed to a féassblution, but offer the risk of
premature convergence in a suboptimal one, espedating the early stages of the
optimization process. Small penalty factors typicalow the convergence toward, or fail

to find, feasible solutions.

7.3 FUTURE WORK

This thesis provides an insight in the new hewrigibls capable for complex power
systems problems that were difficult to solve wtik traditional optimization techniques
due to their non-continuous, non-differentiable dughly non-linear nature. A general
recommendation for future work is to analyze thepligpbility of the Differential
Evolution optimization algorithm, as well as otleolutionary computation techniques,
to other power systems optimization problems. teisommended to adjust the canonical
DE optimization algorithm to include an adaptived aself-adaptive control parameter
tuning, which ensure that the population diverstynaintained through the optimization
process. Finally, it is also desirable to improkie program code in order to reduce the
execution time and computational requirements.

For the power systems problems addressed in tbgsthvork, the recommendations
for future work are the following:

1. Optimal Reactive Power Planning

* To propose a methodology for optimal placementeaictive power sources in

both transmission and distribution systems.

* To incorporate some voltage stability indices ia gnoblem formulation.
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To estimate the impact of the solution obtainethm improvement of the steady

state stability margin.

2. Congestion Management in Restructured Power Systems

To evaluate the influence of the financial instratsesuch as Firm Transmission
Rights (FTRs) in the market dispatch and congestianagement.

To incorporate new schemes of loss allocation énpitoblem formulation.

To evaluate the impact of FACTS devices and SVCs enancing the

transactions proposed and minimizing line congastio

3. State Estimation in Electric Power Systems

To develop a methodology of optimal placement aigan measurement units in
electric power systems.

To develop an integrated methodology that mixesctrestrained state estimation
with phasor measurement units for multi-area stdg@#mation in large scale

power systems.

4. IPRs Based Controlled Islanding Scheme

To develop an approach for the system splittindlerm that considers minimum
line tripping, while reducing the generation-loatbialance within the islands.

To develop and test an adaptive, semi-adaptive saiective load shedding
schemes.

To analyze the effect of the control logic of tfRk in the dynamic performance

of the system.
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e To develop an optimal power flow function to reduttee amount of the
constraints violations (bus voltages magnitude| eeal reactive power flows)
after forming the islands.

» To develop a methodology for the restoration prectdlowing the islands

formation.
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