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ABSTRACT 

 
This thesis describes the architecture of a metadata extraction and a search engine using 

Semantic Web technology. The lack of studies about extraction of semantic metadata 

within PowerPoint or Open Office Presentations generates the following problems: 1) 

Presentations is one of the most widely used communication tools; and 2) Presenters 

often find themselves wasting a long time looking for information from previous 

presentations. Thus, we designed an application that allows: to access the information 

inside an Open Office Presentation and generate the metadata from this information and 

to go through the metadata and look for the presentations that match search criteria 

entered by a user. RDF (Resource Description Framework) and NLP (Natural Language 

Processing) are the main technologies used in our research. Tests were conducted to 

measure the quality of results, and then were compared to the results from other well 

known systems such as Google Desktop and Windows Search.  
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RESUMEN 

 
Esta tesis describe la arquitectura de un motor para extraer metadatos y un motor de 

búsqueda  usando tecnología de “Semántica Web”. Encontramos que hacen falta estudios 

sobre la extracción de metadatos semánticos dentro de presentaciones de “PowerPoint” u 

“Open Office”. La importancia de este problema estriba en dos asuntos de interés: 1) 

Presentaciones es una de las herramientas de comunicación ampliamente más utilizada; y 

2) Los presentadores gastan con frecuencia mucho tiempo buscando una o varias 

diapositivas de presentaciones anteriores que podrían ser usadas en su próxima 

presentación. Por esta razón, hemos diseñado una aplicación que permite acceder a la 

información dentro de una presentación de “Open Office” y generar los metadatos 

correspondientes, e ir a través de ellos para buscar las presentaciones que coinciden con 

un criterio de búsqueda introducido por un usuario. RDF (“Resource Description 

Framework”) se utiliza para construir la ontología del sistema. Procesamiento de Idioma 

Natural (NLP por su sigla en Inglés) puede procesar y analizar la información en lenguaje 

natural proveniente de las presentaciones  o de las solicitudes de los usuarios. Se 

realizaron pruebas para medir la calidad de los resultados. Los resultados se compararon 

con resultados de otros sistemas conocidos como “Google Desktop” y “Windows 

Search”.  
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 CHAPTER 1 
 

 

INTRODUCTION 

 

With the promising Semantic Web technologies, it is possible that not only 

humans but also machines can interpret and retrieve information and services. Even with 

the benefits of Semantic Web technologies, back to 2006 there were no adequate tools or 

applications, which reveal the potential of semantically encoded knowledge and services 

over the Semantic Web [M. Stanojevic05]. Semantic Web relies today on the use of 

various ontology and schema languages to represent the semantics of Web pages [M. 

Stanojevic05]. Concerning this case, the World Wide Web Consortium (W3C) developed 

alternatives to coding the information in the Web pages, in order to give greater meaning 

and reduce ambiguity in the information resources. One of these alternatives is the 

Resource Description Framework (RDF) and its extension, the Resource Description 

Framework Schema (RDF-S), which offers a set of primitives for the representation of 

knowledge models which is similar to alternatives based on marks [Gomez02]. However, 

to understand the content of those pages, Natural Language Understanding is necessary 

since the information in the documents is generally made of words or sentences. 

 

 RDF is a language for representing information on the web and describing 

relationships among resources in terms of named properties and values. Indeed, it is a 

common language for expressing information, especially metadata [Bouzeghoub04]. In 

order to describe the properties of the resources and their relations with other resources, 

the language RDF-S is used. It allows defining a taxonomy of the resources based on 

classes and their associated properties. A taxonomy is a particular case of an ontology 

where the relations are limited to class-subclass relations.
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Programming languages are important in the representation of the elements of an 

ontology. An ontology generally is a hierarchical representation of objects and types of 

objects, their relations and properties. An ontology allows representing the knowledge in 

a domain. The knowledge provided by the ontology can be represented through 

languages such as RDF and RDF-S with which the metadata of the information resources 

is generated. The search and recovery of this information can be realized by search 

engines or software agents. In particular, agents present important characteristics, such as 

autonomy, pro-activity, and cooperation, among others.  

Research on Natural Language Processing (NLP) started with the so-called rule-

based methodology; however, compilation of a huge amount of grammar rules and 

dictionary entries is too difficult when developing practical systems [Isahara07]. Then, 

the trend of NLP research has been shifting to corpus-based or statistical, systems. 

Thanks to the rapid improvement of computer power and data storage, nowadays we can 

utilize huge amounts of actual linguistic data. Combining such linguistic resources with a 

high quality analyzer, we can extract useful linguistic information and develop practical 

systems for a specific domain [Isahara07]. 

 

 In this thesis we set out to apply the technologies previously mentioned, in the 

description, representation, metadata extraction and search of Open Office Presentations 

within a repository. One of the main problems that we have at present is the lack of 

studies about extraction of semantic metadata within a PowerPoint or Open Office 

Presentation. This problem actually exists because of the scarcity of mechanisms or tools 

to access the actual contents (title text, bullet text…) inside the PowerPoint or Open 

Office Presentation. In other words, access to knowledge collected in the past through 

presentations is practically and almost inexistent. 

 

 In this investigation, we designed an application with the following 

responsibilities: 

 Access the information inside an Open Office Presentation and generate the 

metadata from this information. 
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 Go through the metadata and look for the presentations that match a search 

criteria entered by a user. 

The application was coded in Java using Eclipse SDK (Software Development 

Kit). An API (Application Programming Interface) called Jena was also used. Jena allows 

constructing and reading ontologies in RDF or RDF-S. One very important element of the 

application is the construction of an ontology based on words: nouns, verbs and 

adjectives. Those words that are present in the Vocabulary Ontology will be the key in 

defining our metadata for each Open Office Presentation. Finally, a NLP parser was used 

in order to analyze the information inside the presentations. The parser was developed by 

the Stanford Natural Language Processing group of Stanford University. 

 

 Using the technologies mentioned above will prove to be very significant in the 

effective extraction and retrieval of metadata inside the presentations. 

 

 

 1.1Motivation 

 

 

Microsoft‟s PowerPoint is the most commonly used presentation software. In 

education, it is by far the most used by professors when teaching their students 

[Amare04]. When someone is preparing a presentation for an audience on a specific 

subject, sometimes it helps to have other past presentations about the same subject and 

use them as a guide. There are many sites on the internet that include PowerPoint 

presentations. When a search is realized on those sites, the match is made between the 

topic search and the name of the document while there are still some that go into the 

contents but without a semantic approach. Presentations are used to present ideas, 

thoughts, concepts… While the name of the document may summarize what the 

presentation is about, the contents of the presentation cannot be neglected. Getting into 

the content of the slides and extracting even more metadata for a presentation instead of 

limiting ourselves only to the document name is of great importance to represent the 

ideas, thoughts, and concepts inside the presentation. Extracting the information directly 

from PowerPoint presentations is not that simple. By converting the PowerPoint 
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presentations into Open Office presentations, we can now use tools and software that 

allows us to access to content inside the presentations. Using the information within the 

presentation and then analyzing it bringing into play Natural Language Processing can 

create powerful metadata for a repository entirely made of Open Office presentations. 

 

Current initiatives like Dublin Core Metadata Initiative (DCMI) [Beckett02], 

Resource Description Framework (RDF) [Miller98] and Ontology Inference Layer (OIL) 

[Gomer02] are being developed in order to identify and describe knowledge and 

information resources. It is important that the technologies of knowledge management are 

investigated and developed. 

 

Those initiatives are important to facilitate the description of different resources 

used in the presentations that are part of the learning materials, whose knowledge 

contents are not being shared and accumulated effectively and explicitly by students and 

professors. This is our motivation to investigate and develop tools that allow storing and 

retrieving information from all those documents that are so frequently used in 

conferences, meetings and classrooms. 

 

 

 1.2 Objectives 

 

 

The main goal of this thesis is, by using the technologies of the Semantic Web 

and Natural Language Processing, to first design a system capable of reading the contents 

of slides inside an Open Office Format Presentation in order to extract the key ideas and 

keywords for each slide in a repository of presentations. The key ideas and words will be 

stored and used as metadata.  

 

The specific objectives of the proposed research are: 

 

 To use Artificial Intelligence techniques to extract semantic Metadata from Open 

Document Format Presentations 
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 To store the metadata  extracted from the document in a database (an RDF file) 

 Build a semantic search engine capable of reading the database (the RDF file) and 

returning the addresses of the slides or presentations related to the topic to search. 

 

 

 1.3 Contribution 

 

 

The main contributions of this thesis are: 

 The development of an ontology for a set of Open Office presentations 

 The development of a system capable of retrieving metadata and finding a match 

with the user search topic and finally returning the addresses of presentation(s) or 

slide(s) where the matching is positive.  

 The development of a priority approach where the best matches from the search 

are placed first in the results returned.  

 The development of an approach where matching the metadata and user search 

topic is taken even further by considering synonyms in the matching process. 

 

 

1.4 Organization of thesis 

 

This thesis is divided into eight chapters. The second chapter describes the State 

of the Art of the technologies related to this investigation. The third chapter presents the 

previous work that inspired us in developing our system. The fourth chapter describes the 

construction of our Vocabulary Ontology and the representation of the metadata in a 

semantic language. The fifth chapter presents the system with the extraction and retrieval 

of the metadata. The sixth chapter describes the methodology to realize the tests. The 

seventh chapter presents the results of the tests. The eighth chapter concludes the thesis. 
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 CHAPTER 2 
 

 

STATE OF THE ART 

 

 

2.1 Introduction 

 In this chapter we will give a description of the technologies that are currently 

used in the Semantic Web. Section 2.2 describes the ontology and the new languages for 

knowledge representation. In section 2.3 the languages to write ontologies are described. 

In section 2.4 Natural Language Processing is illustrated.  

2.2 Semantic Languages and Ontologies 

In recent years, many organizations, research groups, and Internet communities 

have been developing technologies, tools and languages to represent knowledge and 

make it possible to share and re-use this knowledge. The World Wide Web Consortium 

(W3C) is the most representative organization developing tools and languages to 

represent resources on the Web. Languages such as RDF and RDF-S are used to express 

descriptions of resources on the Web that result into creating one or more ontologies. 

Other languages, developed by other organizations, are the DARPA Agent Markup 

Language + Ontology Inference Layer (DAML+OIL) and Web Ontology Language 

(OWL) that allow more sophisticated representations of Web resources. We will now 

present a brief description of these languages. 
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2.2.1 RDF 

 

 The Resource Description Framework (RDF) is an infrastructure that enables the 

encoding, exchange, and reuse of structured metadata. RDF is an application of XML that 

imposes structural constraints to provide unambiguous methods of expressing semantics. 

RDF additionally provides a means for publishing both human-readable and machine-

processable vocabularies designed to encourage the reuse and extension of metadata 

semantics among disparate information communities. The structural constraints RDF 

imposes to support the consistent encoding and exchange of standardized metadata 

provides for the interchangeability of separate packages of metadata defined by different 

resource description communities [Miller98]. 

 

RDF has a data modeling capability which allows us to represent expressions 

based on a model formed by three elements: 

· Resources: all the objects that can be expressed with RDF expressions are called 

resources; for example, a page Web or part of a Web page; also it can be a set of 

Web pages or a document. 

· Properties: they are specific aspects, attributes or relations that describe a 

resource. 

· Expression: a specific resource along with the name of a property with its value 

forms an RDF expression. These three elements forming an expression are called: 

subject, predicate and object 

 

The following table identifies the three elements of a RDF expression for the sentence: 

“Riemann is a member of  FaceBook  http://www.new.facebook.com/Riemann” 

The different parts are presented in table 2-1: 
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Table 0-1 Parts of an Expression 

 

Subject ( Resource ) http://www.new.facebook.com/Riemann 

Predicate ( Property ) Member 

Object ( Literal ) Riemann 

 

 

This expression can also be represented graphically.  In the graphic representation, the 

arcs represent the properties, the resources are represented by elliptic nodes and the 

rectangular nodes represent the literals (known as the values of the property) as shown in 

Figure 2.1. 

 

 

Figure 0.1 Graph of a RDF Expression 

 

http://www.new.facebook.com/Riemann
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 RDF provides a set of terms and syntax to represent an expression. The previous 

expression can be written as presented in figure 2.2: 

 

       <?xml version= “1.0”> 

       <rdf:RDF> 

              <rdf:Description about=”http://www.new.facebook/Riemann”> 

                      <s:Member>Riemann</s:Member> 

              </rdf:Description> 

       </rdf> 

 

Figure 0.2 RDF Expression 

 

2.2.2 RDF-S 

 

 Resource Description Framework Schema [Broekstra01] provides mechanisms to 

define a vocabulary for RDF data. RDF-S will allow defining attributes which will 

identify the characteristics of the resources, and the relations between the resources. It is 

possible to label the resources that will be used, to restrict possible combinations of 

classes, relations and to detect violations to the restrictions. 

RDF-S has a set of terms which will allow us to create valid RDF-S expressions. 

As a result, the following terms: Class, subClassOf, and Property will allow us to build 

expressions about the resources (Class), to represent their properties and simultaneously 

represent a hierarchy of resources. The objects could be instantiated from the classes 

using the property type. The restrictions on properties can be specified using the 

domain and range properties. Figure 2.3 shows an example of representation in   

RDF-S. 
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Figure 0.3 Example of a RDF Schema [Stephen02] 

 

In the example shown in Figure 2.3 above, we have the following classes: 

Resource, Work, Agent, Person, author, Document. Title and name are defined as 

properties. We also have in the figure an instance of the class document: 

“http:/…./proposal”. 

 

 

2.2.3 Ontology Inference Layer 

 

 Ontology Inference Layer (OIL) is one of the languages to represent ontologies. 

OIL provides modeling primitives commonly used in frame-based approaches to 

ontological engineering (concepts, taxonomies of concepts, relations, and so on), and 

formal semantics and reasoning support found in description logic approaches 

[Gomez02].  

 OIL matches the following criteria to be efficient working with ontologies: 
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 It must be highly intuitive to the human user. Given the success of the frame-

based and object-oriented modeling paradigms, an ontology should have a frame-

like look and feel. 

 It must have a well-defined formal semantics with established reasoning 

properties to ensure completeness, correctness, and efficiency. 

 It must have a proper link with existing Web languages such as XML and RDF to 

ensure interoperability. 

 

Furthermore, OIL also unifies the three important aspects that different 

communities provide: epistemologically rich modeling primitives as provided by the 

frame community, formal semantics, and efficient reasoning support as provided by 

description logics, and a standard proposal for syntactical exchange notations as provided 

by the Web community. 

 

 

2.2.4 Darpa Agent Markup Language + OIL 

  

Languages are required to allow expressing the resources of the web with more 

details and clarity. Those descriptions can easily be used in automatic reasoning. For such 

a purpose, OIL and DAML+OIL ontology languages were developed. They are known as 

extensions of RDF-S with a rich set of primitives. The main characteristics presented by 

these languages are 

 

 An underlying mapping to an expressive Description Logic (DL) provides a well 

defined semantics and a clear understanding of the language‟s formal properties. 

The DL gives DAML+OIL the ability and flexibility to compose classes and slots 

to form new expressions. 

 A machine-readable syntactic encoding in the languages of the web. RDF-S is a 

proposed mechanism for deploying metadata. As mentioned above, DAML+OIL 



 

 

12 

is defined as an extension of RDF-S, which makes its ontology accessible to any 

RDF-S aware application. 

 A layered architecture, avoiding the temptation to throw everything into the core 

language, mixing up features that cannot be reasoned over with those that can be. 

As a result the limits are clear and explicit. 

 

DAML+OIL is an important language developed by DARPA and 

OntoKnowledge, which presents or displays very important characteristics for the 

construction of ontologies, capturing knowledge and automatic reasoning. Figure 2.4 

illustrates the representation of an ontology using DAML+OIL 

 

 

Figure 0.4 Representation of an Ontology Using DAML+OIL 
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2.2.5 Web Ontology Language (OWL) 

 

 OWL is intended to be used when the information contained in documents needs 

to be processed by applications, as opposed to situations where the content only needs to 

be presented to humans. OWL can be used to explicitly represent the meaning of terms in 

vocabularies and the relationships between those terms. As defined in Chapter 1, this 

representation of terms and their interrelationships is called an ontology. OWL has more 

facilities for expressing meaning and semantics than XML, RDF, and RDF-S, and 

consequently OWL goes beyond these languages in its ability to represent machine 

interpretable content on the Web [McGuinness04]. Figure 2.5, following the description 

of the OWL sublanguages, represent an example of an ontology using OWL 

  

OWL provides three increasingly expressive sublanguages designed for use by 

specific communities of implementers and users. 

   OWL Lite: It supports those users primarily needing a classification hierarchy 

and simple constraints. For example, while it supports cardinality constraints, it only 

permits cardinality values of 0 or 1 

 OWL DL: It supports those users who want the maximum expressiveness while 

retaining computational completeness (all conclusions are guaranteed to be computable) 

and decidability (all computations will finish in finite time). OWL DL includes all OWL 

language constructs, but they can be used only under certain restrictions.  

 OWL Full is meant for users who want maximum expressiveness and the 

syntactic freedom of RDF with no computational guarantees. For example, in OWL Full 

a class can be treated simultaneously as a collection of individuals and as an individual in 

its own right. OWL Full allows an ontology to augment the meaning of the pre-defined 

(RDF or OWL) vocabulary.  
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Figure 0.5 Representation of an Ontology Using OWL 

 

 

2.2.6 Ontology and knowledge representation 

 

 The Web has become a major platform to provide information retrieval. In the 

past, people browsed the web sites to gather information they needed. In fact, processing 

was done manually not by computers. The rapid advance in hardware facilities and 

software packages has improved the function of the search engines and increased 

dramatically the amount of information people can access [Yang04]. One way to 

represent information is by using an ontology. A complete ontology contains everything 

to represent knowledge to be used for all application scenarios [Weishan06]. 

 

 An ontology describes a set of representational primitives used to model a domain 

of knowledge or discourse [Gruder07].  The representational primitives are represented 
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by classes (or sets), attributes (or properties), and relationships (or relations among class 

members).  The definitions of the representational primitives hold information about their 

meaning and constraints.  On a database systems approach and view, an ontology can be 

considered as a level of abstraction of data models, similar to hierarchical and relational 

models. But the ontology is proposed for modeling knowledge about individuals, their 

attributes, and their relationships to other individuals.  Ontologies are normally specified 

in languages that tolerate abstraction clear of data structures and implementation 

strategies. Basically, ontology languages are a better suit in expressive power to first-

order logic in comparison to languages used to model databases.  For this reason, 

ontologies are said to be at the "semantic" level, whereas database schema are models of 

data at the "logical" or "physical" level. 

 Ontologies are also used in the field of Artificial intelligence. In this field an 

ontology is a formal and explicit description of concepts of a domain, and properties of 

each concept. The properties describe the characteristics and attributes of the concepts 

[Fridman01]. Figure 2.6 shows an ontology for fruits and vegetables. 

 

 

Figure 0.6 Representation of an Ontology of Fruit and Vegetable 
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 As stated in Chapter 1, this thesis also includes the analysis of texts in Open 

Document Format obtained from Power Point or Open Office Impress files. For this 

purpose natural language processing (NLP) is used.  

 

 

2.3 Natural Language Processing 

 

Natural Language Processing is a subfield of artificial intelligence and 

computational linguistics. It studies the problems of automated generation and 

understanding of natural human languages. Natural language understanding systems 

convert samples of human language into more formal representations that are easier for 

computer programs to manipulate [M. Stanojevic05]. Natural Language Processing 

consists mainly of stochastic NLP and deterministic NLP. In mathematics, a model is 

said to be deterministic if it does not involve the concept of probability; otherwise it is 

said to be stochastic [Joakim02]. The stochastic NLP presents an important advantage 

over the deterministic NLP.  When there is a grammar error, most (if not all) 

deterministic NLPs exit with an error code or flag, while stochastic NLP carries the 

analysis and produces some results. Using stochastic NLP will serve our cause better. We 

are working with sentences inside presentations that are likely to contain errors.  
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 CHAPTER 3 
 

RELATED WORK 

 

 

3.1 Introduction 

 

 Studies on extraction of metadata from Open Office presentations are inexistent. 

Therefore, we will review in this chapter previous work carried out on the extraction and 

the retrieval of semantic Metadata from Web resources. Even if the methods of extraction 

are not directly related to Open Office presentations, their approach has been a great 

influence for defining our basis for the extraction of metadata from the presentations. 

 

 

3.2 Support Vector Machine (SVM) 

 

 

Hui Han and his group [Hui03] describe a Support Vector Machine classification-

based method for metadata extraction from the header part of research papers.  

  

The metadata extraction algorithm is divided in two major steps: line 

classification (SVM classification) and feature extraction. Considering a two class 

classification problem, the SVM attempts to find an optimal hyperplane (linear 

transformation kernel) to maximally separate the classes. The corresponding decision 

function is called a classifier. In the feature extraction, they make use of both word and 

line-specific features to represent their metadata. They designed a rule-based, context-

dependent word clustering method with the rules extracted from various domain 



 

 

18 

 

databases and orthographic properties of words. Their rule-based method relies on the 

prior knowledge embedded in domain databases. 

They collect the following databases to gather a priori knowledge of the domain: 

1. Standard on-line dictionary of Linux system 

2. Bob Baldwin‟s collection of 8441 first names and 19613 last names 

3. Chinese last names 

4. USA state names and Canada province names 

5. USA city names 

6. Country names from the World Fact Book, month names, and their 

abbreviations 

 

They then cluster words and bigrams based on their membership in the domain 

databases and their text orthographic properties. The words and bigrams in the same 

cluster are represented by a common feature, called word-specific feature. They define 

the weight of a word-specific feature as the number of times this feature appears in the 

sample (line).  

 

They use a two-step algorithm for classifying text lines into a single class or 

multiple classes. The two steps are: the independent line classification followed by the 

contextual line classification. In the first step, feature vectors are generated based on the 

feature extraction methodology. The second step makes use of the sequential information 

among lines. After classifying each line into one or more classes, they extract metadata 

from each multi-class line based on the predicted class labels for this line. In our work, 

the information inside the Open Office presentations will be separated into sentences and 

bullets. 
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3.3 Text Mining Approach 

 

In this work, Hsin [Hsin05] presents a semantics extraction method using a text 

mining approach. There are three basic requirements for the text mining process to be 

applicable to the problem. The first is that the process should be fully automatic without, 

or with a negligible amount of, human intervention. The second is that it should be 

generalizable and scalable. The last one is that it should be able to extract the real 

semantics of the web pages and present it in a human comprehensible way. 

 

To obtain the metadata from a web page, first they perform a clustering process 

on a training set of web pages (web pages are trained by the self-organizing map (SOM), 

algorithm which is a neural network-based algorithm to generate a feature map, namely 

the keyword cluster map (KCM)). Then they apply a text mining process to the clustered 

result in order to obtain the metadata for each page. The clustering process is followed by 

a labeling process which is applied to the trained result to construct a feature map which 

characterizes the relationship among keywords. Finally comes the metadata generation 

process which is applied to the map in order to develop an ontology that is used as the 

metadata.  

 

Their approach begins with a standard practice in information retrieval: the vector 

space model, to encode web pages with vectors, in which each element of a web page 

vector corresponds to a different keyword. Here they use a binary vector to represent a 

web page. A value of 1 for an element in a vector indicates the presence of the 

corresponding keyword in the web page; otherwise, a value of 0 indicates the absence of 

the keyword. After the encoding process, they organize the keywords into clusters by 

their co-occurrence similarities. Applying the SOM algorithm to the web page vectors, 

they actually perform a clustering process about the corpus. To decide the cluster to 

which a keyword belongs, they apply a labeling process to the keywords.  

 

The labeling process establishes the association between each keyword and one of 

the neurons (the network consists of a regular grid of neurons). The map forms the KCM 
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by labeling each neuron with certain words. After the labeling process, each keyword is 

associated to a neuron in the map. They record such associations and form the keyword 

cluster. 

 

The metadata of a web page in this work consists of four parts. The first part is the 

important terms section which contains a set of high-frequency terms appearing in a 

given web page. The important terms section approach will be used to define our 

Vocabulary Ontology discussed later in Chapter 4. The second part is the important 

themes section which is a set of identified themes that can reflect the main interest of the 

web page. The third part is the related themes section which depicts some themes related 

to those in the second part and also the relationships among the themes. Finally, they 

include a related pages section which contains a set of web pages that are similar to the 

annotated one. The main contribution of this work is that it incorporates semantic 

annotation and ontology creation in a unified framework. Furthermore, their methods 

require no predefined ontology or human intervention, and can be applied to dynamic 

web pages. Although the generated metadata is rather primitive, the author believes that 

the method will be beneficial to the success of the Semantic Web when it migrates to the 

existing standards. 

  

3.4 oSEMA 

 

The oSEMA has the architecture of an agent-based system to retrieve information 

resources for a higher education environment. An ontology representing documents used 

by students and faculty members is also described, where RDF-S (Resource Description 

Framework Schema) is used. The RDF-S recommendation offers terms that allow the 

representation of concepts, their relationships, and their attributes, all of which form the 

metadata. The architecture uses three types of agent (UserAgent, SearchAgent and 

OntologyAgent), where each agent is in charge of different tasks such as user interaction, 

ontology retrieval and metadata search. The prototype called oSEMA was developed 

using this architecture, to recover information in a distributed environment [Dinos04]. 
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The prototype has three agents (SearchAgent, OntologyAgent and UserAgent,). 

SearchAgent and OntologyAgent are defined in the main container. The OntologyAgent 

will be in charge of working directly on the metadata, while the SearchAgent will be in 

charge of conducting the searches. The last agent (UserAgent) will interact directly with 

the user to carry out the tasks of presentation of search results and capturing metadata. 

 

The UserAgent is in charge of sending the messages to the other agents according 

to the actions that the user realizes. A user can conduct a search for information or 

retrieve the document ontology. This action will be translated in a message to be sent to 

the SearchAgent or the OntologyAgent, and those agents will process the message and 

send the result back to UserAgent which displays the results to the user. It can also be 

used to make annotations about document properties. 

 

The OntologyAgent is in charge of accessing, modifying and updating the 

different domain ontologies. The messages that arrive at this agent are mainly for 

obtaining data from the ontology so that it is shown to the user. Some tasks were defined 

for this agent, for example: ObtainOntologiesBehavior that is in charge of obtaining the 

structure of the ontology and once the task is processed the result is sent to the agent 

requesting it. 

 

SearchAgent is another one of the components of the architecture, which is in 

charge of looking for the metadata of one or more resources according to the 

coincidences that it finds among them. This agent has the SearchDocumentsBehaviour 

task that is in charge of processing the messages and extracting the search parameters that 

arrive along with the message. With these parameters the search of RDF expressions is 

realized before sending the result back to the agent that originated the request. 
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3.5 Automatic Extraction of Titles from General Documents 
using Machine Learning 

 

 
Yunhua and his group [Yunhua05] focused their extraction on document titles 

since they claim that title information is useful for document retrieval. They defined some 

rules in the specification of the document title. The rules include “a title is usually in 

consecutive lines in the same format”, “a document can have no title”, “titles in images 

are not considered”, “a title should not contain words like „draft‟, „whitepaper‟, etc”, “if it 

is difficult to determine which is the title, select the one in the largest font size”, and “if it 

is still difficult to determine which is the title, select the first candidate”. 

 

Title extraction based on machine learning consists of training and extraction. A 

pre-processing step occurs before training and extraction. During the pre-processing, 

from the top region of the first page of a Word document or the first slide of a 

PowerPoint document a number of units for processing is extracted. If a line only has a 

single format, then the line will become a unit. If a line has several parts and each of them 

has its own format, then each part will become a unit. Each unit will be treated as an 

instance in learning.  

 

In learning, the input is a sequence of units where each sequence corresponds to a 

document. They take labeled units (labeled as title_begin, title_end, or other) in the 

sequences as training data and construct models for identifying whether a unit is 

title_begin, title_end, or other. 

 

In extraction, the input is a sequence of units from one document. They employ 

one type of model to identify whether a unit is title_begin, title_end, or other. They then 

extract units from the unit labeled „title_begin‟ to the unit labeled „title_end‟. The result 

is the extracted title of the document. 

 

The unique characteristic of this approach is that they mainly utilize formatting 

information for title extraction. Their assumption is that although general documents vary 
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in styles, their formats have certain patterns and it is possible to learn and utilize the 

patterns for title extraction. Since most presentation slides include a title, title extraction 

will be a necessity in our work. 
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 CHAPTER 4 
 

RDF METADATA FILE 

AND 

VOCABULARY ONTOLOGY FILE 

 

4.1 Introduction 

 

 Metadata can be defined as information about information which makes it of great 

importance in describing objects, documents, web page resources, etc. Having 

information about the content, author, or legal conditions makes it easier for humans and 

computers to classify a resource. Metadata can be useful for: 

 summarizing the meaning of the data, 

 allowing users to search for the data, 

 allowing users to determine if the data is what they want, 

 giving information that affects the use of data (legal conditions, size, age, and so 

on), 

 indicating relationships with other resources. 

 

Metadata are highly structured data that describe information, the content, the 

quality, the condition, and other characteristics of the data. This explains the existence of 

metadata in documents such as: reports, papers, presentations.... In this chapter, we will 

describe characteristics of metadata; we will illustrate its representation through one of 

the Semantic Web languages, and explain the importance of using them in the
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 construction of our ontology. The extraction and retrieval of the metadata will be 

discussed in the next chapter. 

 

 

4.2 RDF Metadata File 

 

 Metadata are found in the information included in Open Office file presentations. 

For our study, we obtained some presentations that some professors of the University of 

Puerto Rico Mayaguez Campus had used or are still using in teaching their classes. Some 

of those presentations were used with the approval of the professor and others were just 

presentations that we had in our hands at the time. 

 

4.2.1 Requirement of presentation document 

 

 The information that will constitute our metadata in this first approach is the texts 

found within the Open Office document. Graphics, pictures and videos are beyond the 

scope of this thesis and will be ignored within the slides of the presentation. For our case 

study, we have chosen Open Office presentations where the contents inside most of the 

slides are texts. Consequently, presentations made mostly of graphics, pictures, videos 

and other multimedia features have been disregarded. 

 

 Open office Impress and Microsoft Office PowerPoint presentations offer various 

common slide layouts. We have also limited our study to four of those layouts:  

 Title slide. It corresponds to the layout of the majority of the first slides in the 

document. It contains: a title textbox where the user usually types the title of the 

document, and a subtitle textbox where the user usually types the author(s)‟s 

information. 

 Title and text. This type of slide may be the most used in a presentation. It also 

contains a title textbox and  a additional textbox 
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 Title and two textboxes. This layout includes one title textbox and two additional 

textboxes. 

 Title only. Its name says it all; it only contains a title textbox. 

  

 We have chosen only those four types of slide for our study case because they are 

the most commonly used in presentations. Figure 4.1 shows the different layouts 

 

 

 

Figure 0.1 The Four Different Layouts of a Slide 

 

4.2.2 The Identified Metadata 

 

 The metadata for the presentation consists of information extracted from the texts 

found inside each slide of the presentation. The texts are first divided into different 

sentences or phrases, and then they are analyzed before being stored as metadata. 
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 Separation of the text is critical since we are not just extracting the information 

and storing it as metadata. Most of the information will be processed by a Natural 

Language Parser mentioned in Chapter 1 available in the following site: 

“http://nlp.stanford.edu/software/lex-parser.shtml”.The information inside a slide is 

divided into the following parts: 

1. Title. The information inside of the title textbox of the slide 

2. Sentences. Different sentences encountered inside textboxes, bullets or autoshapes 

(rectangle, circle…) 

3. Bullets. They are made of sentence(s) or phrase(s). 

 

The properties of the metadata will be determined by our Artificial Intelligence 

Analyzer (AI Analyzer) which will process the information from the presentations. The 

AI Analyzer will be discussed later in Chapter 5. The different metadata properties 

generated by the AI Analyzer are: 

1. TitleDocument. The title of the document or the title found in the first slide of the 

presentation. 

2. TitleSlide. The title of all the other slide(s) following the first slide. 

3. NounverbSubjectObject. Sentences with a conjugated verb that have a direct or 

indirect object complement. 

4.  NounverbSubjectPrep. Sentences with a conjugated verb that have a 

prepositional complement. 

5. NounNounSubject. Sentences where the verb “to be” is the main conjugated verb. 

6. NounPhrase. Sentences without a conjugated verb. 

7. NounAdjective. Sentence where noun(s) and adjective(s) are related. 

 

Each metadata stored in our RDF Metadata File is a RDF triple where: 

 The subject (resource) is the URI of the presentation 

 The predicate (property) is one of the following properties mentioned 

above 
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 The object (literal) is the actual information extracted from the 

presentation   

With the conversion and synonym approach developed in our system for 

extraction and retrieval of metadata, we designed a Vocabulary Ontology. The 

Vocabulary Ontology defines a lexicon with a limited set of nouns, verbs and adjectives. 

 

 

4.3 The Vocabulary Ontology 

  

 The Vocabulary Ontology is a set of nouns, verbs and adjectives that must be 

present inside a sentence in order to be considered as metadata. Not every single word 

inside a sentence may be in our Vocabulary Ontology, but the presence of at least one of 

them is required. The nouns, verbs and adjectives that define our Vocabulary Ontology 

are determined by their frequency of use inside of the presentations that we will be used 

for our study. We designed an external program to extract all nouns, verbs and adjectives 

within the presentations and then, we were able to count them without taking into account 

neither the plural of the nouns nor the conjugation of the verbs. Based mostly on their 

frequency of appearance, we then conclude which of them will be used in our Vocabulary 

Ontology. 

 

  

4.3.1 Construction of the Vocabulary Ontology 

 

 The construction of the Vocabulary Ontology allowed us to define a common 

knowledge vocabulary based on the information inside the presentations. With the 

identified set of words for the Vocabulary Ontology, we started to determine the classes 

in the ontology and their respective properties. After stating the classes, we started to 

construct the hierarchy of the classes. A top-down approach was applied to design the 

hierarchy of the classes where we began with the most general concept in the domain and 

broke it down into a subsequent specialization of classes as shown in Figure 4.2. 
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Figure 0.2 Partial Representation of the Vocabulary Ontology 

 

 We took the class Word as the root of the hierarchy since we know that sentences 

are made up of words. The root is followed by three subclasses: “noun”, “verb”, and 

“adjective”. We decided to put our focus only on those three subclasses because they 

represent the most significant information in a sentence. Figure 4.2 shows a partial 

representation of our Vocabulary Ontology. From this ontology we will build the 

ontology of the information inside the presentations. 
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4.3.2 Properties of the Classes 

 

 Having identified the set of words and turned them into classes is not enough to 

process the content of the information with the Vocabulary Ontology. Since the classes 

have been identified, it is now time to declare their respective properties that will help 

match their presence inside the presentations. Additionally, restrictions (constraints) were 

identified. These restrictions allow to categorize the type of value (type), the allowed 

values (range), the class to which the property belongs (domain), and the number of 

values (cardinality) of each property. 

 

 

Table 0-1 Properties of the Class “Noun” 

 

 Singular Plural Nsynonyms 

Cardinality 1 1 Multiple (0...*) 

Type String String String 

Range String String String 

Domain Noun Noun Noun 

 

 

In table 4-1, we have defined the following properties for the class Noun: 

singular, plural, Nsynonyms, where “singular” contains the singular value of the noun, 

“plural” contains the plural value of the noun, and “Nsynonyms” represents the 

synonym(s) of the corresponding noun. 
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Table 0-2 Properties of the Class “Verb” 

 

 VBP VBZ VBN VBD VBG Vsynonyms 

Cardinality 1 1 1 1 1 Multiple (0...*) 

Type String String String String String String 

Range String String String String String String 

Domain Verb Verb Verb Verb Verb Verb 

  

 

In Table 4-2 we present the different properties of the class Verb:  

1) VBP, defines the  verb in present and future tense 

2) VBZ, defines the verb in present tense, third person singular 

3) VBN, defines the verb in present and past perfect tense 

4) VBP, defines the verb in past tense 

5) VBG, defines the verb in progressive form 

6) Vsynonyms, contains the different synonym(s) of the verb 

 

 

Table 0-3 Properties of the Class “Adjective” 

 

 Adjectifvalue ASynonyms 

Cardinality 1 Multiple (0...*) 

Type String String 

Range String String 

Domain Adjective Adjective 
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 In table 4-3 we define the properties of the class Adjective. Adjectifvalue 

represents the string value of the adjective and Asysnonyms represents the different 

synonym(s) of the corresponding adjective. 

 

4.3.3 Edition of the Vocabulary Ontology with Protégé 

 

Protégé is a graphical tool for ontology editing and knowledge acquisition that a 

user can adapt to enable conceptual modeling. This open-source software is developed 

totally in Java. This program presents/displays a graphical screen that allows the 

developers to concentrate on the conceptual model rather than writing XML code, 

allowing them to create the different elements that comprise an ontology: class, slot, facet 

and others. With this tool we edited the Vocabulary Ontology that will allow us to look 

for the metadata inside of the presentations. Figure 4.3 shows a partial presentation of the 

Vocabulary Ontology as displayed on Protégé. 

 

 

 

Figure 0.3 Partial Representation of the Vocabulary Ontology 
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In this Vocabulary Ontology, the class Word represents the root of the Hierarchy 

accompanied by its subclasses Noun, Verb and Adjective. The properties described in the 

tables above (Table 4-1, Table 4-2 and Table 4-3) were edited using Protégé. 

 

 

4.3.4 Representing the Vocabulary Ontology in RDF 

 

 The XML-based semantic language “Resource Description Framework Schema” 

(RDF-S) provides a set of primitives describing the elements of an ontology like classes, 

properties and relations. With RDF-S a base vocabulary was edited, which allowed to 

define and label the different properties of the Vocabulary Ontology. For example, with 

the verb “to describe” we have the following RDF representation based on the RDF-

Schema of the Vocabulary Ontology in Figure 4.4, where we show the relevant 

information about the subclass “describe”, which is an element from the class “Verb”. 
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Figure 0.4 RDF Representation of the Subclass “describe” from the Vocabulary Ontology 

 

 

  

Figure 4.5 represents the description in RDF language of the example above. 
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Figure 0.5 RDF Language Description of “Describe” 

 

 In the next chapter, we will represent the different methods and tools used for 

the extraction and retrieval of metadata.  
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 CHAPTER 5 
 

EXTRACTION AND RETRIEVAL OF METADATA 

 

5.1 Introduction 

 

 Extracting metadata means to reach into available sources, dragging out the 

metadata, and to stack it up neatly so other processes can exploit it [Kathleen04]. 

Metadata extraction can be handled in a couple of ways. The first way is to just grab the 

metadata whenever you need it. The second way is to make the metadata extraction a 

process that has its own conditions. In our case, we decided to use the second way.  

 

Information retrieval deals with how people find information and how tools can be 

constructed to help in that process. Since the advent of the Web, these tools have become 

known as search engines [Andrick05]. Those search engines share a common process: 

Metadata retrieval. 

 

In this chapter we will represent the methods and tools used for the extraction and 

retrieval of Metadata. First we will present the Open Office Format presentation. Then 

we will write about the different tools used in our application: Jena, Stanford NLP parser. 

Finally we will discuss the extraction and retrieval of the metadata 
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5.2 Extraction of XML File from Open Office Presentation 

 

 Each Open Office presentation is made of a compilation of different XML files 

and other folders. The following XML files are named: meta, content, settings and style. 

From all the XML files mentioned above, the only one that concerns us in our research is 

the “content.xml”. The file “content.xml” is the file that has all the information we need 

in a presentation. 
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Figure 0.1 Extraction of a XML File from Open Office Presentation 
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  In Figure 5.1, the upper part represents the file of an Open Office presentation 

“Presentation1”.In the Open Office Format, four sub-files are compressed inside an Open 

Office presentation. After extracting the content from the file we have the following four 

XML sub-files in the middle: content.xml, styles.xml, meta.xml and settings.xml. The 

settings.xml file contains information intended for use exclusively by OpenOffice.org. 

The meta.xml file contains information about the document itself. The styles.xml file 

contains information about the styles that are used in the document. The content.xml file 

contains the information inside the document. Finally, the bottom exemplifies a partial 

information form the file “content.xml”. Having the information of the presentation 

document inside the “content.xml” is nothing more than a step. Next we need to be able 

to access the information from the XML file. 

 

5.3 Jena: Semantic Web Framework 

 Jena is a Java framework for building Semantic Web applications. It provides a 

programmatic environment for RDF, RDFS, and OWL, SPARQL and includes a rule-

based inference engine [McBride02].  

Jena is a Java API which can be used to create and manipulate RDF. Jena has 

object classes to represent graphs, resources, properties and literals. The interfaces 

representing resources, properties and literals are called Resource, Property and Literal 

respectively. In Jena, a graph is called a model and is represented by the Model interface. 

The Jena Framework includes:  

 A RDF API 

 Reading and writing RDF in RDF/XML, N3 and N-Triples 

 An OWL API 

 In-memory and persistent storage 

 SPARQL query engine. 
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SPARQL is an RDF query language. We will not be using it in our program since 

it returns exact matches and our search engine presents the results using a percentage 

evaluation matching which will be discussed later on in Section 5.6.2. 

 

5.4 Stanford NLP Parser 

 

 

 A natural language parser is a program that works out the grammatical structure 

of sentences, by defining for instance, which groups of words go together (as "phrases") 

and which words are the subject or object of a verb. Probabilistic parsers use knowledge 

of language gained from hand-parsed sentences, trained to produce the most likely 

analysis of new sentences. Although these statistical parsers may make some mistakes, 

they still commonly work rather well. The development of NLP parsers was one of the 

biggest breakthroughs in natural language processing in the 1990s [Stanford03]. 

 

 The parser we are using for our research and program is the Stanford NLP Parser. 

This package is a Java implementation of probabilistic natural language parsers, both 

highly optimized PCFG (Probabilistic Context-Free Grammar) and lexicalized 

dependency parsers, and a lexicalized PCFG parser. 

 

 The software can also be used simply as an accurate unlexicalized stochastic 

context-free grammar parser. This approach forms a good performance statistical parsing 

system. A GUI is provided for viewing the phrase structure tree output of the parser 

[Stanford03]. 

 

 To illustrate the capabilities of the Stanford Parser we will take a sentence from 

one of our Open Office presentations and parse it from our application. The sentence is: 

“Data refers to individual facts or statistics void of context”. The parser gives us the 

following major output: 

  

1) A NLP tree representation output of the sentence as shown in Figure 5.2 
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Figure 0.2 A NLP Tree Representation of a Sentence 

 

2) A string output for the tree representation of the sentence as shown in Figure 

5.3 

 

 

Figure 0.3 String Representation of the Tree 

 

3) A relational representation between the words as shown in 5.4 
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Figure 0.4 Relational Representation of the Sentence 

 This is one of many other possible outputs from the Stanford Parser depending on 

the sentences and the words used to make up sentences. Of all three figures ( Figure 5.2, 

Figure 5.3 and Figure 5.4), the illustration shown in Figure 5.4 is our main concern since 

it shows the relations between the words with each other and also our Metadata will be 

deduced from the relations of the words that forms the sentences. Our secondary concern 

is the “string representation of the tree” where we can extract the properties of the words 

(NN for noun, NNS for noun in plural, NNP for proper noun, JJ for adjective…). 

 

5.5 Extraction of Metadata 

  

 In this section we will go deeper into the representation of the metadata in a RDF 

file. In this section we describe the main classes responsible for 

 Reading the content from the Open Office presentation  

 Analyzing the content through our AI Analyzer  

 Storing the evaluated content if it meets the requirements 

 

5.5.1 Reading the content from Open Office presentations. 

 

 As we said earlier in the chapter, extracting the information directly from the 

Open Office requires extracting the “content.xml” file from the presentation file so that 

we can then access the information written by the user in the presentation. Every new 

“content.xml” file is saved in a folder which has the name of its Open Office document. 

The folder containing all the folders with the file “content.xml” will be our Open Office 

presentation repository. This being done, we can now start accessing the information 

inside the presentations. 

  

 In order to access the information inside of the presentations, we first access the 

file “content.xml” from the first folder in the repository. Using the Eclipse SDK software 



 

 

43 

and the Jena API, we were able to separate all the information from the presentation into 

a list of nodes where each node represents the information of a slide.  The following list 

is named “listofSlides”. We then create a class named “ThePageLayout”. ThePageLayout 

is responsible for extracting and separating all the information inside each slide of a 

presentation. 

 

 

Figure 0.5 Structure of the Class ThePageLayout 

 

 Figure 5.5 shows the structure of the ThePageLayout class and the methods used 

to extract the information inside.  

1. The TitleSlide method is responsible for getting the information from a slide 

whose layout‟s attribute name matches “title slide”. This type of slide contains 

two textboxes. The first one has the title which is saved in the variable 

“TheSlideTitle”. The second one has the subtitle information that is separated into 

sentences and bullets, and then saved in the “AllStringsInSlide” variable. 

2. The TitleOnly method is responsible for getting the information from a slide 

whose layout‟s attribute name matches “title only”. Beside the title of the slide, 

this type of slide is likely to have “shape” figures in it that contain more 

information in the slide. 
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3. The TitleAndText method is responsible for getting the information from a slide 

whose layout‟s attribute name matches “title and text”. This type of slide contains 

two textboxes. The first one has the title which is saved in the variable 

“TheSlideTitle”. The second one has other information that is separated into 

sentences and bullets, and then saved in the “AllStringsInSlide” variable. 

4. The TitleAndTwoText method is responsible for getting the information from a 

slide whose layout‟s attribute name matches “title and two texts”. This type of 

slide contains three textboxes. The first one has the title which is saved in the 

variable “TheSlideTitle”. The second and third one have other information that is 

separated into sentences and bullets, and then saved in the “AllStringsInSlide” 

variable. 

 

 

 

Figure 0.6 The Four Different Layouts of a Slide 
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Figure 5.6 shows the four different layouts. 

 

.To summarize all, the extraction of information inside each slide follows a set of 

rules that depends on the layout of the slide. There exists also other types of slides but 

they will not be analyzed since they contain graphics and pictures whose analysis is 

outside the scope of our thesis 

 

 

5.5.2 AI Analyzer 

 

 After reading and saving the content of a slide, it is time now to analyze the 

extracted information and save the following metadata in the RDF file. The information 

for each slide consists of: a variable that contains the title of the slide (theDocumentTitle 

or TheSlideTitle) and another variable that contains a list of all the sentences and bullets 

from the slide (AllStringsInSlide). Now we create the RDF resource of the slide.  

 

For the first slide only of each presentation, the RDF resource value corresponds 

to the URI of the presentation. This RDF resource has only one property: TitleDocument 

and the value of the property is the title of the slide.  

 

For all the other slides, the RDF resource value corresponds to the URI of the 

presentation plus the slide number (URI/slide#). The first property of the resource is 

TitleSlide and its value is the title of the slide. The next step is to analyze each sentence 

and bullet through our AI Analyzer. 

 

The variable AllStringsInSlide is an ArrayList. The information from the slide is 

made of sentences and bullets. All sentences beside the title are saved in the variable 

AllStringsInSlide . Then, each bullet is separated into sentences which will be also saved 

in the variable AllStringsInSlide. Each sentence from the variable AllStringsInSlide is 

analyzed one after the other by our AI Analyzer. 
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Figure 0.7 Structure of the Class AIAnalyzer 

 

Figure 5.7 shows the structure of the Class AIAnalyzer and the methods used to 

analyze the information extracted from the presentations.  

The variable Parser is a Class variable which is in charge of parsing the text with 

the Stanford Parser. It returns two main variables: an arraylist of all the relations between 

the words from the parser and another arraylist that contains all the words within the text 

with their assigned properties. The arraylists will be saved in the variables Relation and 

AllLeafs respectively. 

 

The method Convert is used to: 

1. Get rid of plural in nouns that appear in our Vocabulary Ontology that 

contains only singular nouns. 

2. Get rid of some conjugations (present tense third person, past tense, past 

participle tense) while making sure not to change the structure of the sentence. 

In other words, if both the original and the converted sentence go through the 

parser, we will have the same relational presentation. 
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Once the sentence is converted, it will go through the Analyze method. The 

Analyze method is the one responsible for analyzing our sentences and determining the 

metadata to be stored. We stated earlier in the previous chapter that every sentence will 

be analyzed by our Artificial Intelligence Analyzer (AI Analyzer), but not all of them will 

result into metadata. A sentence needs to have at least one word from our Vocabulary 

Ontology before being considered as metadata. Each sentence will have a unique 

property. Using our variable “Relations” which contains all the relations in the sentence, 

we determine the property of the sentence in the following priority order: 

 

 NounverbSubjectObject. Sentence with a conjugated verb that has a direct or 

indirect object complement. 

  NounverbSubjectPrep. Sentence with a conjugated verb that has a 

prepositional complement. 

 NounNounSubject. Sentence where the verb “to be” is the main conjugated 

verb. 

 NounPhrase. Sentence without a conjugated verb. They can be either phrases 

or incomplete sentences 

 NounAdjective. Sentence where noun(s) and adjective(s) are related. They can 

be either phrases or incomplete sentences 

 

Once the property of the converted sentence is determined, it is saved in the 

variable “Propertytext”. The only operation left is to establish the metadata. The final 

metadata is generated by getting rid of unimportant information inside the converted 

sentence mostly words like definite and indefinite articles, prepositions, etc. The 

converted sentence is then saved in the Propertyvalue variable. The RDF triples is 

created and stored in the RDF Metadata File where: 

 The subject (resource) is the URI/slide# 

 The predicate (property) is the Propertytext 

 The object (literal) is the  Propertyvalue 
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  Figure 5.8 exemplifies the extraction of the metadata and the structure of the 

metadata in the RDF file. 

 
 

 

 

 

 

 
Figure 0.8 RDF Structure of Extracted Information from Slides 
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5.5.3 Metadata Extraction Summarization  
  

 To summarize the extraction of the metadata process, we have the Figure 5.9 

 

 
 

Figure 0.9 Summarization of Metadata Extraction 

 

 The application starts by accessing the repository of the presentations where the 

“content.xml” file from each presentation is stored.  ThePageLayout class will read the 

information inside the slides one after the other. The information is separated and stored 

in their corresponding variables (see section 5.5.1). The variables are now analyzed 

through our AI Analyzer, then the RDF triples are generated and saved in the RDF 

Metadata file  (see section 5.5.2) 
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5.6 Retrieval of Metadata 

 

 Once we have our RDF file with the metadata from the presentations inside of our 

repository, we can now make a search among the presentations. In this section we present 

the class responsible for searching the metadata and matching it with the user‟s search 

topic. 

 

Figure 0.10 Structure of the Class MetadataSearch 

 

 The variable Theparser is a class type variable. TheParser is responsible for 

parsing the user‟s search topic. The PriorityoneResults is an arraylist variable which has 

all the results where the user‟s search topic has a minimum of 75% matching success 

with the metadata. The percentage of the matching success is calculated through an 

algorithm that will be described later in the chapter. The Convert1 method is the same as 

the Convert method described in the previous section. The Convert2 method does the 

same as the Convert1, but it takes synonyms into account. The Convert2 method verifies 

if the nouns, verbs and adjectives are synonyms from our Vocabulary Ontology and then 

replace them by their base value. 

 

 After the user‟s search topic is parsed and converted, the Search method is called. 

The Search method is in charge of going through the RDF file that contains the metadata 

and finding the best possible match with the user‟s search topic. The different properties 
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of our metadata are: TitleDocument, TitleSlide, NounverbSubjectObject, 

NounverbSubjectPrep, NounNounSubject, NounPhrase and NounAdjective. In order to 

match those properties with the user‟s search topic, we decided to classify the user‟s 

search topic into two main characteristics: is it a question topic or not?  

 

5.6.1 User’s Search Topic Analysis 

 

 Finding out whether or not a sentence is a question is carried out with the 

Stanford Parser. Table 5.1 shows different sentences and the results of their Tree and 

Relational Representation. 
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Table 0-1 Tree and Relational Presentation of Some Sentences 

Sentence Tree Presentation Relational Presentation 

What does data 

refer to 

 
 

What refers to 

individual facts 

 

 

How does a car 

work  

 
 

knowledge 

management 
  

difficult tasks in 

life 
 

 

 

 

 The Stanford Parser allows to tell apart whether a user‟s sentence is a question or 

not. The sentence is a question when the head of the Tree Presentation is “SBARQ”. This 

is not the only important information given by the parser. In case the question is asked 

with the pronoun “what”, we have two possibilities: the pronoun is an object complement 

or the pronoun is the subject of the verb.  As we can see in Table 5.1, the relation 

between the pronoun and the verb illustrates the two possibilities. In the first question 

from Table 5.1, we have the following relation “dobj(refer-4, What-1)” . This relation 

tells us that the pronoun is an object complement of the verb. In the second question from 
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Table 5.1, we have the following relation “nsubj(refers-2, What-1)”. This relation tells us 

that the pronoun is the subject of the verb. 

 

 To summarize, the user‟s sentence is first analyzed in order to determine what 

type of sentence he entered. Then, the sentence is converted into the “matching sentence” 

through the Convert1 method. The “matching sentence” is the sentence that will be 

matched with the metadata from our RDF Metadata file. Using the examples in Table 5.1, 

Table 5.2 shows the “matching sentences” that result from the analysis and conversion 

processes during the retrieval of metadata. 

 

Table 0-2 Matching Sentences from User‟s Sentences 

User Sentence Matching Sentence 

What does data refer to data refer to 

What refers to individual facts refer to individual fact 

How does a car work  a car work 

Knowledge management knowledge management 

difficult tasks in life difficult task in life 

 

 

 

5.6.2 The Matching Process 

 

 Earlier in the section we said that the PriorityoneResults is an arraylist variable 

which has all the results where the user‟s search topic has a minimum of 75% matching 

success with the metadata. The algorithm for the matching process is shown in Figure 

5.11: 
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Figure 0.11 Matching Algorithm 
 

 

If the percentage is superior or equal to 75%, the resource of the metadata is saved 

in the PriorityoneResults.  

 

In Section 5.5.2 we followed a specific priority order to determine the property of 

the metadata if the sentence was not a title. The priority order is:  

NounverbSubjectObject, NounverbSubjectPrep, NounNounSubject, NounPhrase and 

NounAdjective. The “matching sentence” does not need to be matched with all the triples 

in our RDF Metadata file because of the priority order in storing the metadata. Table 5.3 

shows the different metadata properties from the RDF Metadata file to which the 

“matching sentence” will be matched with using the examples in both Table 5.1 and 

Table 5.2 
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Table 0-3 Matching Properties and Matching Sentences 

User Sentence Matching Sentence Matching Properties 

What does data refer to data refer to 

TitleDocument, TitleSlide, 

NounverbSubjectObject, 

NounverbSubjectPrep 

What refers to individual 

facts 
refer to individual facts 

TitleDocument, TitleSlide, 

NounverbSubjectObject and 

NounverbSubjectPrep 

How does a car work  a car work 

TitleDocument, TitleSlide, 

NounverbSubjectObject and 

NounverbSubjectPrep 

knowledge management knowledge management 

TitleDocument, TitleSlide, 

NounverbSubjectObject, 

NounverbSubjectPrep, 

NounNounSubject and NounPhrase  

difficult tasks in life difficult task in life 

TitleDocument, TitleSlide, 

NounverbSubjectObject, 

NounverbSubjectPrep, 

NounNounSubject, NounPhrase and 

NounAdjective 

 

 

5.6.3 Retrieval of Metadata Summarization 

 

 To summarize the extraction of the metadata process, we have Figure 5.12 
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Figure 0.12 Summarization of Retrieval of Metadata 

 

The retrieval of the metadata starts by the user entering the “query sentence”. The 

Metadata Search class will analyze the user‟s “query sentence” and change it into the 

“matching sentence” that is related to the query (see Section 5.6.1).  The “matching 

sentence” will now be compared with the associated triples that are in the RDF Metadata 

file. A matching percentage will be generated from the matching process. If the matching 

percentage is high enough (greater or equal to 75%), the resource of the corresponding 

RDF triple will be saved in the “PriorityoneResults” arraylist (see Section 5.6.2). When 

the “matching sentence” has been compared to all of its associated metadata, the results 

will be displayed to the user. If the “query sentence” is “Knowledge Management”. The 

application returns the following partial results: Figure 5.13 
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Figure 0.13 Partial Results from a User Query 

  

By analyzing the results in Figure 5.12 we can see that our results do not only 

point to the physical address of the full presentation but also to a specific slide within the 

presentation. Also, if there is more than one slide matching the same search criteria 

within the same presentation, they all appear in our results. 

 

In this chapter we described how the application extracts metadata from the 

presentations and how metadata is retrieved and matched with the user‟s sentence when a 

user search occurs. In the next chapter we will describe the methodology to conduct 

different tests in order to evaluate our application. 
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 CHAPTER 6 

 

METHODOLOGY 

6.1 Introduction  

 

The metadata represents the information inside the Open Office presentations and 

is saved in a RDF file. The metadata contains statements of the form subject-predicate-

object. To search the metadata we used a metadata retrieval process which was described 

in section 5.6, which allowed us to search the metadata related to the user‟s search topic. 

 

In order to evaluate the accuracy and reliability of the retrieval of metadata 

process, it is necessary to carry out some tests to compare our system with other known 

search engines. In this chapter we present the methodology for the tests. 

  

6.2 Purpose of the Test 

 

 The purpose of the text is to evaluate the accuracy and reliability of the retrieval 

of metadata. For that purpose we compare the results of our application with the results of 

two other well known search engines: Windows Search and Google Desktop. 

  

6.3 Description of Methodology  

 

 In this section, we describe the tests that are done to compare and evaluate the 

metadata retrieval process. 
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6.3.1 Equipment and Tools 

 

 To carry out the tests, a computer with the following technical specifications was 

used.  

 

Table 0-1 Description of the Computer Used for the Tests 

Description Operative System 

Dell Inspiron I6400 

Intel® Core™2 CPU T7200 2.00GHz 

997 MHz, 1 GB of RAM 

Window XP Professional  

 

The application, the presentations repository and the RDF file are all saved in the 

computer. To run our application we used the following software: 

 Eclipse SDK( Software Development Kit) 

 Java 1.5.1 

 

The first application compared with our system is Google Desktop. Google 

Desktop makes searching the user‟s computer as easy as searching the web with Google. 

It is a desktop search application that provides full text search over email, files, music, 

photos, chats, Gmail, web pages that you've viewed, and more. By making the user‟s 

computer searchable, Desktop puts the information easily within reach and frees the user 

from having to manually organize the files, emails and bookmarks. When you do a 

Desktop search, you will go to a page showing the most relevant search results 

(http://desktop.google.com/features.html#overview). Each result includes the file name 

and a brief snippet with the search terms highlighted. 
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Figure 0.1 Representation of a Google Desktop Search Result 

  

The second application compared with our system is Windows Search. Windows 

Search makes it easy to search for files and folders, printers, people, and other computers 

on a network; and it is a convenient starting point for searching for information on the 

Internet. Windows Search also has an indexing service that maintains an index of all the 

files on the computer, making searches faster. When using Windows Search, the user can 

specify several search criteria. For example, the user can search for files and folders by 

name, type, and size. The user can find a file based on when he/she last worked on it or 

search for files containing specific text (http://www.microsoft.com/ 

resources/documentation/ windows/xp/all/proddocs/en-us/find_overview.mspx?mfr=true) 
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Figure 0.2 Representation of a Windows Search Result 

 

 

6.3.2 Testing Scenarios 

 

 To perform the tests, we designed two scenarios to evaluate and compare the 

accuracy and reliability of our application. The difference between the two scenarios is 

that in one of them our application does not include synonyms while in the other the 

application does include synonyms. 

 

 Metadata in our RDF file have one of the following properties: TitleDocument, 

TitleSlide, NounverbSubjectObject, NounverbSubjectPrep, NounNounSubject, 

NounPhrase and NounAdjective. It is important that we make different searches where 

we are able to take advantage of the metadata properties and compare our results with the 

results of the two other applications. Each sentence will generate results from all three 

applications: our application, Google Desktop and Windows Search. Since we are 

comparing accuracy, only the results returned by the variable “PriorityoneResults” (the 



 

 

62 

arraylist containing the results where the matching percentage is greater or equal to 75%, 

see Chapter 5, section 5.6.2) from our application will be considered in both scenarios. 

 

6.3.2.1 First Scenario 

 

 In the first scenario we make different searches where we use sentences from the 

presentations and also questions related to the sentences from the presentations. We also 

decided not to include synonyms in this scenario. The different properties that will be 

taken into account in this scenario are: TitleDocument, TitleSlide, 

NounverbSubjectObject, NounverbSubjectPrep and NounPhrase. This leaves us with the 

following types of search. 

 

 TitleDocument: we will use sentences made of the entire or partial Open 

Office presentations‟ name 

 TitleSlide: we will use sentences made of exact titles used from different 

presentations 

 NounverbSubjectObject: we will use question sentences that start with 

the pronoun “what”, where a pronoun can be the verb subject or the verb 

object complement. Most questions will be short sentences 

 NounverbSubjectPrep: we will use question sentences that start with 

how. Most questions will be short sentences. 

 NounPhrase: we will use noun phrase. 

 

6.3.2.2 Second Scenario 

 

 The second scenario is a reproduction of the first scenario where three of the five 

properties mentioned in the first scenario will be taken into account: 

NounverbSubjectObject, NounverbSubjectPrep and NounPhrase. The sentences used in 

the second scenario are slightly different in terms of word than the sentences used in the 

first scenario. But if we compare the meaning of both sentences, they are the same. Most 
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of the sentences from the first scenario contain at least one word from our Vocabulary 

Ontology. Some of the words that are present in our Vocabulary Ontology will be 

replaced by a synonym. The new sentence will be the one used to find the results.  

 

  

6.4 Document Repository and the RDF Metadata File 

 

 Our repository of Open Office documents holds 20 Open Office presentations. 

The RDF Metadata file is the file that contains the metadata from all 20 presentations. 

Previously in Chapter 5, Figure 5.8 we had shown how the metadata is structured through 

our RDF Metadata file. For the comparison of the applications, only the results pointing 

to this repository from the results returned by both Google Desktop and Windows Search 

will be considered. In the next chapter we present the results. 
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 CHAPTER 7   
 

 

 

RESULTS 
 

 

 

 This chapter presents the results from the tests performed in the two scenarios 

described in the previous chapter. 

 

 

7.1 Scenario 1 

 

The repository for this scenario contains 20 Open Office presentations. The RDF 

Metadata file contains the metadata extracted from all the presentations using the 

methods described in Chapter 5. The extracted metadata contains information from the 

presentations but also the URI of the presentations from the repository and the slide 

number in appropriate cases. Different searches will be made using our application and 

the results will be compared to the results from other well known system such as Google 

Desktop and Windows Search. The searched sentences or phrases will be selected from 

the sentences of the presentations from the repository. The different sentences or phrases 

that will be taken into account in this scenario are: title of document, title of slide, 

sentence with direct object complement, sentence with prepositional complement, and 

noun phrase. For each type of search, a table will display the results of the experiment. 

The table will show the following results:  

 The total number of results returned by the application where the matching 

percentage (Chapter 5 section 5.6.2) is greater or equal to 75%. 

 The number of results from the Google Desktop system and the number of 

common results with our application
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 The number of result from the Windows Search system and the number of 

common results with our application 

 

 

1) Title of Document: In this section we use sentences made of the entire or partial Open 

Office presentations‟ name. The sentences used for this section are: 

1. Knowledge Management 

2. Creativity and Innovation 

3. Semantic Web 

Table 0-1 Scenario 1: Title Document Results 

Experiment 

number 
Application results 

Google Desktop results / 

common application results 

Windows Search results/ 

common application results 

1
st
 sentence 14 6      /      4 4       /        4 

2
nd

 sentence 1 1      /        1 1       /        1 

3
rd

 sentence 12 7      /       1 1      /        1 

 

2) Title of slide: In this section we use sentences made of the exact slide titles used from 

different presentations. The sentences used for this section are: 

1. Semantic search 

2. The world wide web 

3. Teamwork challenges 
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Table 0-2 Scenario 1: Title of Slide 

Experiment 

number 
Application results 

Google Desktop results / 

common application results 

Windows Search results/ 

common application results 

1
st
 sentence 4 7      /       0 2       /       0 

2
nd

 sentence 1 2      /       1 3       /       1 

3
rd

 sentence 2 2     /      0 2       /     0 

 

3) Direct object complement: we will use question sentences that start with the pronoun 

“what”, where a pronoun can be the verb subject or the verb object complement. 

Questions will be short sentences.  

1. What do ontologies require  

2. What is knowledge discovery 

3. What does a Statement object provide 

4. What do semantics involve 

5. What represents general system inference skills 

 

Table 0-3 Scenario 1: Direct object complement Results 

Experiment 

number 
Application results 

Google Desktop results / 

common application results 

Windows Search results/ 

common application results 

1
st
 sentence 1 0         /         0 0       /      0 

2
nd

 sentence 1 1        /        0 0      /        0 

3
rd

 sentence 1 0        /        0 0      /       0 

4
th

 sentence 1 2        /         0 0      /        0 

5
th

 sentence 1 0        /         0 0      /        0 

 

4) Prepositional complement: we will use question sentences that start with how. 

Questions will be short sentences. 

1. How can conflict be positive 
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2. How does information need to be processed 

3. How does data in the semantic web need to be made 

4. How to make teaching more effective 

5. How does a distributed agent architecture work 

 

Table 0-4 Scenario 1: Prepositional Complement Results 

Experiment 

number 
Application results 

Google Desktop results / 

common application results 

Windows Search results/ 

common application results 

1
st
 sentence 1 1       /       0 2     /       0 

2
nd

 sentence 1 1       /       0 2      /      0 

3
rd

 sentence 1 0      /       0 0     /       0 

4
th

 sentence 1 0      /       0 0      /      0 

5
th

 sentence 2 0      /       0 0      /      0 

 

5) Noun phrase: we will use noun phrase. Phrases will be short 

1. Metadata and Ontology 

2. Meeting facilitation 

3. Communication skills 

4. Developed distributed agent 

5. Information resource 
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Table 0-5 Scenario 1: Noun Phrase Results 

Experiment 

number 
Application results 

Google Desktop results / 

common application results 

Windows Search results/ 

common application results 

1
st
 sentence 3 2      /      0 0      /      0 

2
nd

 sentence 1 1      /      0 1      /       0 

3
rd

 sentence 1 3     /       0 1      /       0 

4
th

 sentence 2 2     /       0 0      /       0 

5
th

 sentence 7 5     /      0 3      /       0 

 

 

 

 

7.2 Scenario 2 

 

In this scenario three of the five properties mentioned in the first scenario will be 

taken into account: NounverbSubjectObject, NounverbSubjectPrep and NounPhrase. The 

sentences used in the second scenario are slightly different in terms of words than the 

sentences used in the first scenario, but their meanings are equivalent.  

 

 

1) Direct object complement: we will use question sentences that start with the pronoun 

“what”, where a pronoun can be the verb subject or the verb object complement. 

Questions will be short sentences 

1. What does ontology  necessitate  

2. What does a Statement object supply 

3. What do semantics implicate 
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Table 0-6 Scenario 2: Direct Object Complement Results 

Experiment 

number 
Application results 

Google Desktop results / 

common application results 

Windows Search results/ 

common application results 

1
st
 1 0       /        0 0       /       0 

2
nd

  1 0       /        0 0       /       0 

3
rd

  1 0       /        0 0      /        0 

 

 

2) Prepositional complement: we will use question sentences that start with “how”. 

Questions will be short sentences. 

1. How can dispute be positive 

2. How does in the semantic web info need to be made 

3. How to make teaching more effective 

 

Table 0-7 Scenario 2: Prepositional Complement Results 

Experiment 

number 
Application results 

Google Desktop results / 

common application results 

Windows Search results/ 

common application results 

1
st
 1 0        /       0 0       /        0 

2
nd

  1 1       /        0 0       /        0 

3
rd

  1 0       /        0 0       /        0 

 

3) Noun phrase: we will use noun phrases. Phrases will be short 

1. Reunion facilitation 

2. Communication aptitude 

3. Information asset 
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Table 0-8 Scenario 2: Noun Phrase Results 

Experiment 

number 
Application results 

Google Desktop results / 

common application results 

Windows Search results/ 

common application results 

1
st
 1 0        /       0 0         /         0 

2
nd

  1 0       /        0 0        /        0 

3
rd

  7 0       /       0 0        /        0 

 

 

7.3 Discussion 

 
 As we can see from the Table 7.1 and Table 7.2, when the user query is the name 

of the document or a title from a slide of the presentations, all three applications return a 

considerable amount of results. It is likely to find common results from all three 

applications. Additional results shown in Table 7.9 shows a great accuracy from all three 

applications when dealing with document title. 

 

Table 0-9 Results from all Three Applications Using Document Title 

User query: Knowledge Management 

Our 

Application 

Results 

1. C:../My Documents/…/On the use and architecture of Knowledge 

Management/Slide5 

2. C:../My Documents/.../On the use and architecture of Knowledge 

Management/Slide6 

3. C:../My Documents/.../On the use and architecture of Knowledge 

Management/Slide7 

4. C:../My Documents/.../On the use and architecture of Knowledge 

Management/Slide8 

5. C:../My Documents/.../On the use and architecture of Knowledge 

Management/Slide9 

6. C:../My Documents/.../Knowledge Management in Higher Education/Slide5 

7. C:../My Documents/.../Knowledge Management in Higher Education 

8. C:../My Documents/.../Knowledge Managemen HPt/Slide2 

9. C:../My Documents/.../Knowledge Managemen HPt/Slide6 

10. C:../My Documents/.../On the use and architecture of Knowledge Management 

11. C:../My Documents/.../Knowledge Managemen HPt 

12. C:../My Documents/.../On the use and architecture of Knowledge 
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Management/Slide2 

13. C:../My Documents/.../Knowledge Management 

14. C:../My Documents/.../On the use and architecture of Knowledge 

Management/Slide4 

Google 

Desktop 

Results 

1.  C:../My Documents/.../Knowledge Management 

2.  C:../My Documents/.../Knowledge Management in Higher Education 

3.  C:../My Documents/.../Knowledge Management HPt 

4.  C:../My Documents/.../IT Workshop 

5.  C:../My Documents/.../Engineering and project mgmt 

6. C:../My Documents/.../On the use and architecture of Knowledge 

Management 

 

Windows 

Search 

Resutls 

1. C:../My Documents/.../ Knowledge Management 

2. C:../My Documents/.../ Knowledge Management in Higher Education 

3. C:../My Documents/.../ Knowledge Management HPt 

4. C:../My Documents/.../On the use and architecture of Knowledge 

Management 

 

 

 

 When the user query is a question (Table 7.3 and Table 7.4), our application was 

able to return at least one result while the other applications, Google Desktop and 

Windows Search, were not able to generate any results for 6 out of 10 questions. As we 

can see in Table 7.10, our application is able to return accurate results. The results point 

to the presentation followed by the slide number where the desired information is stored. 

 

Table 0-10 Results from our Application when User Query Is a Question 

User Query Application Results 
What do ontologies require  C:/../My Documents/.../Semantic Web/Slide32 

What represents general system 

inference skills 

C:/../My Documents/.../On the use and architecture 

of Knowledge Management/Slide21 

 

How does a distributed agent 

architecture work 

1. C:/../My Documents/.../Knowledge Managemen 
HPt/Slide22 

2. C:/../My Documents/.../Semantic Web/Slide51 

 

How to make teaching more 

effective 

C:/../My Documents/.../On the use and architecture 

of Knowledge Management/Slide4 

 

 

http://127.0.0.1:4664/redir?url=file%3A%2F%2FC%3A%5CDocuments+and+Settings%5CRiemann+Dorval%5CMy+Documents%5CPresentation%5CKnowledge+Management%2Eppt%3Fevent%5Fid%3D500112%26schema%5Fid%3D6%26q%3Dknowledge%2Bmanagement&src=1&schema=6&s=oR7EUpgGILNVVhtWH5AC5eCrwEs
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 When the user query is a noun phrase (Table 7.5), our application and Google 

Desktop were both able to generate a considerable amount of results. Results from Table 

7.11 show a greater accuracy and better results by our application. Our application points 

directly to the slide number of the presentation while both Google Desktop and Windows 

Search point only to the URI of the presentation 

 

Table 0-11 Results from all Application where User Query Is a Noun Phrase 

User query: Information Resource 

Application 

Results 

1. C:/../My Documents/.../On the use and architecture of 
Knowledge Management/Slide17 

2. C:/../My Documents/.../Semantic Web/Slide18 
3. C:/../My Documents/.../On the use and architecture of 

Knowledge Management/Slide22 

4. C:/../My Documents/.../On the use and architecture of 
Knowledge Management/Slide25 

5. C:/../My Documents/.../On the use and architecture of 
Knowledge Management/Slide13 

6. C:/../My Documents/.../On the use and architecture of 
Knowledge Management/Slide14 

7. C:/../My Documents/.../On the use and architecture of 

Knowledge Management/Slide16 

Google 

Desktop 

Results 

1. C:/../My Documents/.../On the use and architecture of Knowledge 

Management 

2. C:/../My Documents/.../SemanticWeb 

3. C:/../My Documents/.../Knowledge Management 

4. C:/../My Documents/.../Knowledge Management in Higher 

Education 

5. C:/../My Documents/.../Assessing the Environment 

Windows 

Search 

Results 

1. C:/../My Documents/.../On the use and architecture of Knowledge 

Management 

2. C:/../My Documents/.../SemanticWeb 

3. C:/../My Documents/.../Knowledge Management 

 

 

 When dealing with synonyms, (Table 7.6, Table 7.7 and Table 7.8), our 

application was still able to return results even when some words where changed inside 

the sentence and replaced by their synonyms. The Table 7.12 below shows that the results 

returned by our application in the first scenario are the same than the results in the second 

scenario. Also the results from: Table 7.6, Table 7.7 and Table 7.8, shows that the other 
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two applications, Google Desktop and Windows Search were not able to generate any 

results for 8 out of 9 queries. 

 

 

Table 0-12 Results while Taking Synonyms into Account 

User Query Application Results 

What does ontology  necessitate  C:/../My Documents/.../Semantic Web/Slide32 

What does ontology  require  C:/../My Documents/.../Semantic Web/Slide32 

Information asset 

 

1. C:/../My Documents/.../On the use and 
architecture of Knowledge Management/Slide17 

2. C:/../My Documents/.../Semantic Web/Slide18 
3. C:/../My Documents/.../On the use and 

architecture of Knowledge Management/Slide22 

4. C:/../My Documents/.../On the use and 
architecture of Knowledge Management/Slide25 

5. C:/../My Documents/.../On the use and 
architecture of Knowledge Management/Slide13 

6. C:/../My Documents/.../On the use and 
architecture of Knowledge Management/Slide14 

7. C:/../My Documents/.../On the use and 

architecture of Knowledge Management/Slide16 

Information resource 

 

1. C:/../My Documents/...On the use and 
architecture of Knowledge Management/Slide17 

2. C:/../My Documents/.../Semantic Web/Slide18 
3. C:/../My Documents/.../On the use and 

architecture of Knowledge Management/Slide22 

4. C:/../My Documents/.../On the use and 
architecture of Knowledge Management/Slide25 

5. C:/../My Documents/.../On the use and 
architecture of Knowledge Management/Slide13 

6. C:/../My Documents/.../On the use and 
architecture of Knowledge Management/Slide14 

7. C:/../My Documents/.../On the use and 

architecture of Knowledge Management/Slide16 

How to make teaching more 

productive 

C:/../My Documents/.../On the use and architecture 

of Knowledge Management/Slide4 

 

How to make teaching more 

effective 

C:/../My Documents/.../On the use and architecture 

of Knowledge Management/Slide4 
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 CHAPTER 8 
 

 

CONCLUSIONS AND FUTURE WORK 

 

In this research we built an application capable of extracting metadata from Open 

Office Presentations using a stochastic NLP. Also this application includes a metadata 

retrieval process responsible for matching a user search with the metadata stored in the 

RDF file. In this study, we compared the results from our metadata retrieval process with 

the results of two other well known search engines: Google Desktop and Windows 

Search. 

 

 

8.1 Conclusions 

 

 An ontology generally is a hierarchical representation of objects and types of 

objects, their relations and properties. The ontology can be represented in different 

languages such as RDF, RDF-S. The application includes two types of files: RDF 

Metadata file and Vocabulary Ontology file.  

 

Our RDF Metadata file provides a representation of the information from the 

Open Office presentations where each metadata is a RDF triple. The information is 

analyzed through an AI Analyzer. The AI Analyzer contains a NLP parser that processes 

the information.  The AI Analyzer analyzes the parser results and determines the subject, 

the property and the object of the RDF triple to be stored in the RDF Metadata file. 
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 The semantic language Resource Description Framework Schema (RDF-S) 

provides a set of terms that allowed building our Vocabulary Ontology. The Vocabulary 

Ontology is composed of different words: nouns, verbs and adjectives. In the extraction 

of metadata process, this Vocabulary Ontology was used to extract the basic information 

about the contents of the Open Office presentation by getting rid of plural from nouns 

and the verbs conjugation inside a sentence before being saved as metadata. Our system 

only requires a Vocabulary Ontology and not any domain-specific ontology which 

increases the flexibility with regard to other semantic web applications that are 

specialized in a particular topic or domain. 

 

 We carried out different tests in order to evaluate the accuracy and reliability of 

our application. The tests were divided into two scenarios, one without and one with 

synonyms. The tests were conducted to compare the results from our application with 

results of other two search engines: Google Desktop and Windows Search. While our 

application returns the physical address of the presentation and the slide number, the 

comparing search engines only return the physical address of the presentation when a 

match is found. When taking synonyms into account as in the second scenario, two 

different sentences can be made of different words but they have the same meaning. So it 

is not just matching words, but matching meanings which leads to a more accurate search 

pointing not only to the physical address of the full presentation but pointing to a specific 

slide within a presentation. 

 

 Our investigation presents a RDF file with information extracted from Open 

Office presentations that considers the format of the presentations and each sentence and 

bullet inside the slides of a presentation. Our work also includes the use of synonyms in 

retrieving metadata. 
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8.2 Future Work 

 

 

Within the main future work we propose:  

 

 The extension of the system for Microsoft PowerPoint files (.ppt and .pptx files) 

 

 The extension and representation of the RDF Metadata file in a more expressive 

semantic language, such as the Web Ontology Language (OWL)). The language 

provides additional vocabulary, relations and constraints to give greater 

expressiveness to the elements that are part of an ontology. OWL can be used to 

explicitly represent the meaning of terms in vocabularies and the relationships 

between those terms. Using this language, better semantic representation and 

construction of a more powerful metadata file can be achieved.  

 

 Exploiting further the relational analysis provided by the Stanford Parser in order 

to obtain and use more complex semantic properties and relations of the 

sentences. These properties will not be measured by the words in the sentence but 

rather by the relationships of the words inside the sentence. It will also be 

interesting to investigate the parser with information for other types of questions, 

e.g., questions starting with adverbs not addressed in this thesis, e.g. “Why” and 

“Where”  

 

 Extend the information extraction from presentations beyond the four types of 

slides analyzed in this thesis (Title slide, Title and Text, Title and Two Text, Title 

only), but for all the types of slides that are used in a presentation, e.g. diagrams, 

chart, pictures, etc. 

 

 Making use of a lexicon and thesaurus, while making a search, can bring a lot of 

problems. For instance, the main problem we had dealing with synonyms was that 

a word can have five synonyms and it is not time-efficient to make five different 
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searches. During our investigation we came across an online thesaurus with a very 

comprehensive vocabulary: http://wordnet.princeton.edu/ .  WordNet is a large 

lexical database of English. Nouns, verbs, adjectives and adverbs are grouped into 

sets of cognitive synonyms. Wordnet is available freely and publicly for 

download. Using this web service or the downloaded application we propose the 

following methods to be investigated: 

 

1. Having different synonyms pointing to one word called the “base 

word” 

 

2. Before storing the information, reduce the information into “base 

words”, i.e., replacing each word with their base word inside the 

sentence 

 

3. When making a search, convert the user‟s query into “base word(s) 

query” and then match the “base word(s) query” in the file containing 

the metadata. 
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 Appendix 
 

 

Appendix A Acronyms 

 

 
AI   Artificial Intelligence 

DAML+OIL   Darpa Agent Markup Language + Ontology Inference Layer 

DCMI    Dublin Core Metadata Initiative 

FIPA    The Foundation for Intelligent Physical Agents 

HTML   Hypertext Markup Language 

KCM   Keyword Cluster Map 

KQML   Knowledge Query and Manipulation Language 

NLP   Natural Language Processing 

OIL    Ontology Inference Layer 

oSEMA  Ontology Semantic Agent 

OWL    Ontology Web Language 

RDF   Resource Description Framework 

RDF-S   Resource Description Framework Schema 

RDQL    RDF Data Query Language 

SOM   Self Organizing Map 

SVM   Support Vector Machine 

WWW   World Wide Web 

W3C World   Wide Web Consortium 

 

  

 

 

 


