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Efráın O’Neill Carrillo, Ph.D. Date
Member, Graduate Committee
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Data in the smart grid is generated from various sources including for example, energy

consumption data measured by smart meters, operation data from devices in the power

infrastructure, data from sensors distributed over transmission and distribution networks,

and auxiliary data such as weather, geographic information system, social media, and

energy market data. With so much data being generated related to smart grids, users may

not be able to make informed decisions related to energy consumption and/or production.

In this project, we tackle this problem by creating an easy to use dashboard that presents

smart grid data. The two main objectives of this project are to: (1) study and review

the best practices in the collection, analysis and visualization of data from smart grids;

and (2) implement a smart grid data workflow that includes data collection from diverse

sources and interactive visualization. We have implemented a dashboard called the OASIS

dashboard using various tools and techniques for data analysis and visualization. Using

this dashboard users may reach a better understanding of data related to smart grids and

potentially make conscious decisions regarding to energy consumption and/or production.
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Los datos en la red inteligente son generados de diversas fuentes. Entre estas se

encuentra la data de consumo obtenida por los metros inteligentes, data operacional, data

de sensores distribuidos a través de redes de transmisión y distribución, data auxiliar como

el clima, data geográfica, data de redes sociales y data del mercado de enerǵıa. Con la

gran cantidad de datos siendo generados relacionados a las redes inteligentes, los usuarios

quizás no puedan tomar decisiones informadas relacionadas a su consumo o producción

de enerǵıa. En este proyecto nos enfrentamos a este problema creando un dashboard

que es fácil de utilizar y entender, en donde se presenta la data relacionada a las redes

inteligentes analizada y de forma visual. Los dos propósitos de esta investigación son: (1)

Investigar y determinar las mejores prácticas en la colección, análisis y visualización de

data relacionada a las redes inteligentes; e (2) Implementar un flujo de trabajo relacionado

a las redes inteligentes que incluye la colección de data de diversas fuentes y la visualización

interactiva de esta data. Implementamos el OASIS dashboard utilizando varias técnicas

de data análisis y visualización. Utilizando este dashboard los usuarios podrán obtener

un mejor conocimiento sobre la data relacionada a las redes inteligentes y potencialmente

podrán tomar decisiones conscientes con relación a su consumo y/o producción de enerǵıa.
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Chapter 1

INTRODUCTION

Electric energy networks are the cornerstone of the civil infrastructure of our society.1

These networks provide the energy essential for carrying out daily operations in education,

health care, commerce, entertainment, defense, and government. However, electric energy

markets, due to their vertical integration often exclude customers from the processes

associated with energy production, pricing, transmission and distribution.

A new trend in energy infrastructure management has been proposed. This update

to the energy grid is commonly known as the smart grid. In a smart grid, computers

and communications networks are embedded in the power generation, transmission, dis-

tribution and user applications, establishing a mechanism to gather information, control

generation, control demand, diagnose problems, bid for prices in energy markets, and

forecast energy consumption. As the number of sensors and the ability to collect large

amounts of data increases, analysis and visualization techniques are required to support

decision making.

OASIS (Open Access Smart Grids) is a project from the University of Puerto Rico

(UPRM) that aims to study smart grids and the interdependency between the energy grid

and the IT infrastructure that is setup to manage it. This project champions a transfor-

1 Interdependent Electric and Cloud Services for Sustainable, Reliable, and Open Smart Grids: https:
//www.nsf.gov/awardsearch/showAward?AWD_ID=1541106

1

https://www.nsf.gov/awardsearch/showAward?AWD_ID=1541106
https://www.nsf.gov/awardsearch/showAward?AWD_ID=1541106
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mation of the electric grid, moving it away from being centered on centralized utilities

that supply most, if not all, power services. Instead, the grid becomes a marketplace of

third-party power-service suppliers, who compete to sell their electric services over the

Internet. These electric services include generation, storage, billing, weather forecasting,

and other ancillary services. As part of the activities in this project we are interested in

the analysis and visualization of smart grid data. This report describes our work in this

direction.

1.1 Contribution of the project

The two main objectives of this project are to: (1) study and review the best practices in

the collection, analysis and visualization of data from smart grids; and (2) implement a

smart grid data workflow that includes data collection from diverse sources and interactive

visualization.

A dashboard called the OASIS dashboard has been implemented using various tools

and techniques for data analysis and visualization. The dashboard contains 5 areas of

interest: (1) Energy Data, (2) Social Data, (3) Weather Data, (4) Market Data and (5)

Data Integration. The purpose of this dashboard is to help users in the open energy

marketplace, currently being generated by the OASIS team, to make more conscious

decisions when purchasing and selling energy.

The dashboard generated on this project will be utilized as a proof of concept to

demonstrate how and what data related to smart grids can be visualized interactively.

This document will also describe why we chose the technologies for implementing the

dashboard and lessons learned.
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1.2 Document Organization

This document is organized as follows: Chapter 2 discusses the concepts and tools utilized

for implementing this project. Chapter 3 describes in detail the web dashboard created in

this project and each of its sections. Chapter 4 explains in detail the development process

for the dashboard. Finally, chapter 5 shows the conclusions drawn from the finished

project and some potential future work. The references are shown at the end of this

document.



Chapter 2

CONCEPTS AND TOOLS

Chapter 2 describes all the concepts and tools related to this project. We begin by

describing smart grids in section 2.1, then we describe what is known as big data and how

it is related to smart grids in section 2.2. Section 2.3 defines visualization and describes

some visualization techniques. The tools for developing the dashboard are explained in

section 2.4. Finally, section 2.5 shows some related work to our project.

2.1 Smart Grids

Smart grids have been proposed as a mechanism to modernize energy grids. In a smart

grid, sensors, computers and communication networks are integrated into the power gen-

eration, transmission, distribution, and load elements. This enables devices to gather

information, control generation and demand, diagnose problems, and forecast energy

consumption.[1]

A smart grid enables bidirectional flows of energy and uses two-way communication

and control capabilities. This is a departure from traditional power grids with one way

communication and limited control. The NIST smart grid conceptual model [1], consists

of seven domains all interconnected through a communication network. The domains

are the following: (1) Customers, which are the users of electricity (2) Markets which

4
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are the participants in electricity markets, (3) Service Provider which is the organization

providing services to customers, (4) Operations that manage the movement of electricity,

(5) Bulk Generation which are the generators of electricity, (6) Transmission which handles

the transference of energy and (7) Distribution which distributes energy to customers.

Each domain encompasses several challenges and opportunities. For example, distributed

generation (DG) can be implemented taking advantage from distributed energy resources

(DER) to improve power quality and use local resources, representing a challenge to

traditional bulk generation participants.

2.2 Big Data

2.2.1 Definition

According to NIST [50], Big Data can be defined as the inability to manage data in

traditional data architectures like databases. This is due to the following four factors:

(1) Volume, (2) Variety, (3) Velocity and (4) Variability. Volume refers to the size of the

dataset, Variety refers to the multiple sources from which data can be collected, Velocity

refers to how frequently the data is being generated and Variability refers to how different

the datasets may be. An example of big data is data generated in Twitter. The amount of

twitter data generated every second is enormous, which may or may not contain attributes

like retweets and favorites.

2.2.2 Big Data and Smart Grids

Big data in the smart grid is generated from various sources such as energy consumption

measured by smart meters, operation data from devices in the power infrastructure, data

from sensors distributed over transmission and distribution networks, and auxiliary data

such as weather, geographic information system, social media, and energy market data.

A smart grid network brings a whole set of new issues since the sheer volume of data
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that needs to be collected from the power grid requires big data techniques to manage it.

In addition, the large number of elements that must be tracked require parallel processing

techniques to add redundancy and to speed up system analysis.

The distributed resources in a smart grid may include renewable sources of energy

such as solar and wind energy. However, the effective utilization of intermittent renewable

sources poses a challenge. Several solutions have been proposed to model short and long

term renewable source patterns. Examples of such solutions are Gaussian distributions

[2], finite state Markov models [3], and online learning techniques [4].

Another example, now in the service provider domain, is the use of data from smart

meters [5], sensors [6] and phasor measurement units (PMU) [1] to estimate energy prices

and consumer behavior [8, 9]. It enables providers to capture the interdependency between

the energy demand and the prices [10] enhancing the decision-making process.

The previous examples illustrate the importance of big data analysis in smart grids to

facilitate decision making. It is worth mentioning that estimates of the size of the global

market related to smart grid data analytics will be around USD $3.8 billion by 2020 [11].

2.2.3 Big Data Analysis

There are many tools utilized for big data analysis. Among them are data mining algo-

rithms; these are applied across data sets to extract patterns. Data mining algorithms

can be categorized in four different approaches: association rules, classification, cluster-

ing, and sequential patterns. Association rules [12, 13] are used to determine correlations

between different attributes in a data set. Classification algorithms such as decision trees

[14], Bayesian classification [15], and support vector machines [16] are designed to predict

one or more discrete variables based on the other attributes in the dataset. Clustering

[17, 18, 19] algorithms categorize subsets of data with similar properties. Finally, sequen-

tial patterns [20, 21] enable the analysis of time and spatial series of data. Data mining is
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being applied to diverse application domains. For example, sentiment analysis [22] refers

to the use of natural language processing and data mining to extract subjective informa-

tion from documents and social media. Examples of how other researchers are applying

these techniques are shown in section 2.5.1 Big Data Analysis in Smart Grids.

Despite major advances in data analysis for smart grids we can identify some challenges

that remain: (1) In order to fully realize the smart grid vision, scalable and adaptive

algorithms are required to deal with the dynamic and uncertainty nature of the smart

grid. For example, the need for optimal coordination of intermittent distributed energy

resources, while modeling dynamic stakeholders behavior suggests a hierarchical control

architecture. (2) The wide spread use of sensors and smart meters would increase the need

for privacy and security strategies. In turn, new data privacy mechanisms are required to

deal with the very complex and dynamic smart grid infrastructure.

The OASIS project1 aims at designing and developing the basic models and infras-

tructure prototypes that can help implement and manage and Open Access Smart Grid

to create truly sustainable energy markets. The project focuses on the distribution level

of the power grid since it provides the best opportunities for the integration of alterna-

tive power sources, customer participation, and energy storage. OASIS platform takes

advantage of big data techniques to provide trending information, past performance data,

and prediction on possible prices, energy availability, customer signup, and customer sat-

isfaction ratings. It uses multivariate linear regression, neural network algorithms, and

machine learning tools to enable consumers of resources and policy makers to have a more

in-depth understanding of the services available in the marketplace.

2.2.4 Sentiment Analysis using Twitter Data

Sentiment Analysis can be defined as the process of reading and analyzing a sentence and

classifying as negative or positive. This type of analysis if very popular and useful with

1 OASIS Project website: http://oasis.uprm.edu/

http://oasis.uprm.edu/
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twitter data. Real time twitter data is easily collected using the twitter streaming API.

We can also apply filters to the types of tweets we want to gather. For example, in this

project we are particularly interested in tweets related to energy data from Puerto Rico.

The process of gathering these tweets is described in section 4.2.1.

Sentiment Analysis in Twitter is a completely different process from other investiga-

tions such as the ones in [51]. This is due to the many limitations of a tweet. One of these

limitations is that a tweet may only have 140 characters, excluding Twitter username and

links, therefore many users abbreviate words or use emoji to express a sentiment. Another

factor that makes this process is the ambiguity of the text. For example, the text may

contain sarcasm, making it difficult to determine its polarity. Twitter Sentiment analysis

in this project is done in two phases: First, identifying sentiments and expressions and

second determining the polarity of the express sentiment in the tweet. For this project,

we are using sentiment analysis to find the opinion of users related to energy production

and consumption, smart grids and other concepts related to energy.

2.3 Data Visualization

2.3.1 Definition

Data visualization can be defined as a graphical representation of data. These graphs

are created with the purpose of helping people understand data more easily. With data

visualization patterns or hidden data can be easily discovered, potentially helping users

to gain more insight on the data they are analyzing. Examples of graphs are bar graphs,

stacked charts, scatter charts, line charts, pie charts, etc.

2.3.2 Techniques

There are many techniques used for visualizing data. Among them are: query-driven visu-

alization for information exploration, event-driven visualization for situational awareness
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and visual data mining for knowledge discovery. These are explained in more detail in

section 2.5.2 Big Data Visualization in Smart Grids. The Oasis [44] project, will utilize

as guidance the work discussed in this section to create a web dashboard that will be cus-

tomizable and will change based on different user profiles. The goal is to have an easy to

use and understand dashboard that is tailored to each users specific needs and problems.

2.3.3 Visualization and Smart Grids

Currently, there is no consensus among the community on how to visualize data related

to smart grids or what kind of data should be shown to users. However, we will discuss

some of the solutions or methods that other studies have implemented and use them as a

guide for the dashboard that will be implemented in the Oasis project.

The work in [48] shows some of the challenges of visualizing data with Big Data,

specifically outlining how to handle each of the Vs in Big Data. Another problem is that

data may be 1-dimensional or multi-dimensional and that there is real-time data and

static data. Each of these datasets are managed in this project.

2.4 Web Dashboard Development Tools

The Oasis dashboard is a web dashboard that was designed to be a companion to the

electricity marketplace from the OASIS project. This project was developed using Python

and JavaScript programming languages. For Python, we used the framework Flask, and

the libraries NLTK, Tweepy and Forecastio-py. For JavaScript, we are utilizing the jQuery

and D3. We are also utilizing the markup languages: HTML and CSS. Detailed descrip-

tions of these tools are provided in the next subsections. In Figure 2.1 we summarize the

development tools used in this project.
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Fig 2.1: Tools for developing the OASIS dashboard

The dashboard created in this project could also be created with other programming

tools such as Java, instead of Python.

2.4.1 Python

For this project, we are utilizing Python 2.7.10. Python is a general-purpose language

that can be utilized for web development. It is an interpreted language, this means that

it does not have to be compiled into machine code. To run a Python program the user

just types the command python 〈filename〉.py. Python 2.7 was chosen mainly because it

is very well-documented legacy language and because it has many libraries, like the ones

described below, that facilitate web development, data gathering and data analysis.
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Flask

Flask is a web development framework built exclusively for Python. With Flask, develop-

ers can create blogs, websites, dashboards, etc. It provides many tools and libraries that

facilitate development. For example, Flask provides a server to run the web application.

It is considered a micro-framework, which is a framework that has little to none dependen-

cies, because it only has two dependencies: Werkzeug, which is a WSGI utility library and

Jinja2 which is a templating engine. Flask works utilizing routes to successfully render a

template. A template can be thought of as a web page, for example, when the user clicks

a button in the web page, this button may call a route inside flask that then executes

some code and returns it to the webpage. To run flask the developer needs to import the

flask library, then create the application, create the routes for this application and then

run the application, all these steps are shown in Figure 2.2.

Fig 2.2: Basic Flask Application

This micro-framework was selected as the basis for the OASIS dashboard because it

is relatively easy to use and because it is well documented in the internet which can help

facilitate development. Flask also provides many tools that made dashboard development

easier. Among the tools that we utilized are the following: jsonify, which converts data

into JSON, request, which gets data from templates that can be used for other templates
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and send from directory, which is useful for downloading files from the dashboard. Other

tools that can be used to implement the dashboard could be Java Play framework for the

backend and AngularJs for the frontend.

NLTK

NLTK stands for Natural Language Toolkit. This is a library for Python that is utilized

for working with human natural language. For this project, we are using NLTK to apply

sentiment analysis to the tweets being gathered. NLTK was chosen because it provides

a näıve bayes classifier, that can be easily trained and utilized for classifiying tweets as

positive or negative. The process of how we applied sentiment analysis is described in

section 4.2.

Tweepy

Tweepy is a library that manages the Twitter API for Python. With this library, we

can use the Twitter Streaming API in our project. The Twitter Streaming API permits

developers to gather the real-time tweets that are being published to Twitter. In this

project, we utilized tweepy by using the streaming API to gather data that is related

smart grids using the list of energy keywords that are shown at the beginning of the

document. This library was chosen among other Python Twitter clients, because it is the

most well documented.

Forecastio-py

Forecastio-py is a library for accessing weather data using the Dark Sky API. It provides

the necessary tools for communicating Python with the API. With this library, developers

can access current forecast, 48-hour forecast, 7 day forecast and historic weather data for

various locations based on the latitude and longitude. We chose this library because it

the most well document and it is easy to use with Python 2.7.
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2.4.2 JavaScript

JavaScript is a programming language that is mainly utilized for web development. It is

an interpreted language, just as python. JavaScript was chosen because it is, currently,

the most popular language for web development. This means that this language is well

documented and there are many examples in the internet that facilitate development.

There are many libraries that improve JavaScripts core capabilities, among these are

jQuery and D3, which are described below.

jQuery

jQuery is a JavaScript library that makes many of the core functionality of JavaScript

more accessible. For example, event handling (what happens when a button or link is

click in the webpage) and ajax requests (getting data from a server to the webpage)

are very common in webpages and the code for implementing these features is greatly

reduced with jQuery. In this project, we utilize jQuery mainly for manipulating some of

the content displayed on the dashboard and to handle the ajax requests which are mainly

GET requests to the server.

D3

D3 stands for data driven documents. This JavaScript library is utilized for visualizing

data in an interactive manner. In recent years, it has become very popular because it

provides a relatively easy way to visualize data interactively. With D3, a developer can

gather data from various sources like JSON, csv or txt, among others file formats and

then visualize that data in graphs. Some of the graphs that may be generated are: bar

charts, line charts, stacked charts, pie charts and donut charts.

For this project, we are utilizing a library called NVD3. We chose this library instead

of plain D3 because it simplifies the process of creating charts. With NVD3, the template
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for the chart already comes preloaded, the developer simply needs to manipulate the data

so that it can be visualized correctly.

2.4.3 HTML

HTML is a markup language utilized for generating web pages. It stands for Hypertext

Markup Language. This is one of the three most important languages utilized for the

creation of web pages, the other two being JavaScript and CSS. In our project, we are

creating template files using HTML which then are being rendered utilizing Flask.

2.4.4 CSS

CSS is a stylesheet language that is used in web pages to define how the contents of a

HTML file should look like. It stands for Cascading Style Sheets. CSS can be thought of

as a companion for HTML; it is what makes webpages more accessible. In this project,

we utilize a CSS library called Bootstrap, which, currently, is the most popular web

developing framework used styling webpages. Bootstrap is also very popular because

it works with different aspect ratios and it adapts to the screen that is accessing the

webpage. We are also utilizing the normal CSS for styling the dashboard.

2.5 Related Work

2.5.1 Big Data Analysis in Smart Grids

There are several examples of the application of data mining analysis in the power anal-

ysis domain. Simmhan et. al. [23] developed a cloud-based software platform to ad-

dress the dynamic demand response problem in which supply-demand mismatch must be

detected and pre-emptively corrected by initiating demand-side management from con-

sumers. At the core of the platform the authors use regression-tree machine-learning and

auto-regressive integrated moving average (ARIMA) time-series to predict the energy con-
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sumed at different spatial and temporal granularities for individual or aggregate buildings.

Balac et. al [24] describes a research platform driven by the University of California, San

Diego (UCSD) microgrid for developing large scale, predictive analytics for real-time en-

ergy management. Big data analysis has been applied in several scenarios including for

example sustainable power grids [25], energy load forecasting [26-36], renewable energy

resources [37, 38], and secure smart grids [39].

2.5.2 Big Data Visualization in Smart Grids

The research conducted by [46] utilizes power consumption data gathered from smart

meters, which is stored in a database and then analyzed. This data is analyzed in three

different times: daily, weekly and yearly. Using these three different analyzed data, the

visualization will be divided into three different layers. Each layer will work with the

respected analyzed data. Layer 1, will visualize the daily data, by showing users power

consumption for each hour. Similarly, layer 2 will create a visualization of each day of a

week, and layer 3 each month of the year.

The work by [47] proposes a visualization system for real-time monitoring of smart

grids for control room operators of large amounts of distributed power generation. The

proposed methodology for visualization utilizes an analysis pipeline of three stages: fil-

tering, diagnosis and recommendation. The user can trace the different inputs for each of

these stages as visualizations and see if something is wrong with the inputs. If something

is wrong with the inputs, the user can change them and the visualization will change in

real-time.

One proposed way of visualizing data is using a data-driven approach. This approach

is explained with more detail in [48]. The goal of this approach is to help users find and

visualize data that is deemed interesting specifically for them. There are three types of

data-driven approaches that can be taken:
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1. Query-driven visualization for information exploration: it focuses on providing pat-

terns for defining, finding and visualizing interesting data for users. It is well suited

for performing analysis and visualization on large and complex datasets.

2. Event-driven visualization for situational awareness : it is particularly useful for

providing effective decision-support for performing time-critical tasks. For example,

if its about to rain, the system could generate an alert to show the user that their

solar panels will not be receiving sunlight.

3. Visual data mining for knowledge discovery : utilizing this method, the system can

find interesting patterns that otherwise might be hidden and then visualize the data

generated from these patterns.

Another important factor that needs to be visualized is how pricing for energy is

changing. The work by [49] focuses precisely on this. They propose the gridSMART RTP

system which gathers data from customers and then visualizes their energy consumption

price. Other factors such as weather and social data need could affect how a user benefits

from the smart grid, therefore this data must also be analyzed and shown to the user.



Chapter 3

DASHBOARD FOR VISUALIZING

SMART GRID DATA

Chapter 3 focuses on stating what is the importance of this investigation and the compo-

sition of the web dashboard. Dashboard sections are explained sections 3.1 to 3.5 of this

document. Finally, in 3.6 we describe how a user can access the dashboard from a web

browser and how to install the dashboard in either Ubuntu or Mac OS.

3.1 Energy Data Section

The Energy Data area will show users AEE (Puerto Rico Electric Power Authority)

historic data that was gathered from 2000 to 2015. This data is being shown in a stacked

chart created in NVD3. The graphs being shown are the following:

• Active customers by service class

• Basic income of customers

• Consumption by service class

• Demand and generation

17
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• Income derived from purchased energy

• Income from fuel adjustment

This data is also exportable as a csv file for users. The process of gathering, modifying

and visualizing this data is described in section 4.1. Figure 3.1 shows how the Energy

Data section looks like.

Fig 3.1: Energy data section from the OASIS Dashboard

3.2 Social Data Section

Social data is being gathered from Twitter. Tweets from Puerto Rico related to smart

grids and energy are being streamed, stored and classified as positive or negative using

a näıve bayes classifier. The process of classifying tweets as positive or negative is called

sentiment analysis. Sentiment analysis is defined in section 2.2.4 and the description

of how this technique is implemented and integrated is explained in section 4.3. A pie

chart shows the amount of positive and negative tweets, two donut charts show the top

10 most positive and negative words and the tweets classified as positive or negative are



19

being shown in near real-time. Positive tweets are colored blue and negative tweets are

colored red. The process of visualizing this data is shown in section 4.3. Figures 3.2 shows

a button for downloading twitter data and a pie chart from the dashboard that shows

the percentage of positive and negative tweets in Puerto Rico related to smart grids and

figure 3.3, shows two donut charts. Figure 3.4 shows how the twitter data looks when

downloaded. The csv data has the date when the tweet was created, the location where

the tweet was created, the text of the tweet and its polarity.

Fig 3.2: Pie chart from social data section of the OASIS Dashboard
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Fig 3.3: Donut charts from social data section of the OASIS dashboard

Fig 3.4: Twitter data in csv format

3.3 Weather Data Section

Weather data is being gathered using the Dark Sky API. With this API we can present

users with the current condition, todays forecast; todays 12-hour forecast with the date

brief description of the forecast, precipitation percentage, temperature in Fahrenheit or
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Celsius, humidity percentage and wind speed and direction; and 4-day forecast for a given

town. Users may search for a town by name or zip code. This area also shows users radar

images for Puerto Rico. The hourly forecast for the next 24 hours can be exported as a

csv file. The process of gathering, analysis and visualization of this data is explained in

section 4.2. Figure 3.5 shows the first portion of the weather data section, which includes

the current weather for a town, todays forecast and a 12-hour forecast. Figure 3.6 shows

the second portion of the weather data section, which shows the 4-day forecast and a map

of Puerto Rico showing details like precipitation and temperature. Figure 3.7 shows the

downloaded data in csv format.

Fig 3.5: Current weather, todays forecast and 12-hour forecast from weather data section
of the OASIS Dashboard
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Fig 3.6: 4-day forecast and Puerto Rico map showing temperature data from weather
data section of the OASIS Dashboard

Fig 3.7: Weather data in csv format
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3.4 Market Data Section

The Market data section will show users loads in MWhr and Day-ahead Locational Based

Marginal Pricing gathered from the NYISO. Also, a graph comparing loads with Day-

Ahead Locational Based Marginal Pricing (LBMP) is shown. This data will be shown

in bar charts and line charts. Also, users will be able to compare load times vs price by

viewing a bar-line chart that shows both the load and prices. This data will be exportable

as a csv file. The process of gathering this data, cleaning, analysis, and visualization is

explained in section 4.4. Figure 3.8 shows a bar graph comparing loads per hour in a day,

while Figure 3.9 shows a line chart comparing the LBMP for different zones per hour in

a day. In Figure 3.10 a bar-line chart compares the load data with the zonal data.

Fig 3.8: Load data from market data section of the OASIS Dashboard
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Fig 3.9: Zonal LBMP data from market data section of the OASIS Dashboard

Fig 3.10: Load vs Zonal LBMP data from market data section of the OASIS Dashboard

For this project, we decided to use the NYISO market data because there is no market

data from Puerto Rico. One of the problems in Puerto Rico regarding energy, is that the
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market is essentially the AEE and the consumers. Another problem is that daily data

from the AEE is nonexistent. This is one of the problems that the OASIS project is

planning on resolving with an open market for electricity consumers and producers.

3.5 Data Integration Section

The Data Integration section is the area in the dashboard where users will be able to make

comparisons between the different datasets. Users will be able to compare the following:

• Humidity data per hour for a given town

• Precipitation data per hour for a given town

• Wind data per hour for a given town

• Temperature data per hour for a given town in Fahrenheit or Celsius

• Load data

• Load based marginal pricing data per zone

• Positive Tweets

• Negative Tweets

Up to four of these datasets may be compared. These datasets may be imported or

exported. The process of integrating, analyzing and visualizing this data is explained

in section 4.5. Figure 3.11, shows an example comparison line chart between positive

and negative tweets. Figure 3.12 shows an example of how create a graph based on the

datasets provided by the dashboard. Figure 3.13 shows how the compared data looks in

csv format when a user downloads it.
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Fig 3.11: Process of creating graph from data integration section of the dashboard

Fig 3.12: Process of creating a graph in the data integration section of the OASIS Dash-
board
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Fig 3.13: Data comparison between humidity in Adjuntas Puerto Rico, positive tweets
and negative tweets in csv format

3.6 How to access the web dashboard

There are two ways in which users can install the web dashboard. Users can either enter

the to the following url: http://oasisdash.uprm.edu/ on a web browser or manually

install the dashboard in their machine. The dashboard may be installed to run in MacOS

or Ubuntu.

To install the dashboard in Mac or Ubuntu, first the user must have installed Python

in their computer. By default, MacOS and Ubuntu come with Python preinstalled so this

should not be a problem. After this, the user must make sure that the following Python

libraries are installed: Schedule, Forecastiopy, NLTK, Tweepy, Unidecode and Flask. To

install each of these libraries, the users must first install pip, which can be done in Ubuntu

by opening and typing in the terminal:

http://oasisdash.uprm.edu/
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For Mac users, open the terminal and type:

With pip is installed, the user can proceed to install the necessary libraries by typing

the following commands in the terminal:

After the user has finished typing all those commands, the user may now download

the dashboard by going to the desired folder in the terminal where the dashboard will be

stored. For example, the dashboard may be stored in /User/me/Desktop, where me is

the name of the user of the computer. Assuming we want to store the dashboard in the

Desktop in a folder called oasis dashboard, we type the following in the terminal:
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Once the user has finalized typing these commands in the terminal, the dashboard

should be successfully installed. To verify that the dashboard is running, the terminal

should show say that the dashboard is running on port 5000. If everything was installed

successfully, the user may go the web browser and type in the url localhost:5000 to use

the dashboard.



Chapter 4

WEB DASHBOARD

DEVELOPMENT PROCESS

As stated previously, this dashboard visualizes energy data, weather data, social data,

market data and the comparison between each dataset. Chapter 4 describes for each

of these datasets how the data was gathered, cleaned, analyzed and visualized; this is

described in sections 4.1 to 4.4. Finally, we describe how we integrate each of these

datasets, clean them and visualize them in section 4.5.

4.1 Energy Data

In section 3.2, we described how the energy data looks like. In this section, we describe

how we gather this data, explaining the process of how we convert csv data to JSON data

and how we visualize that JSON data.

4.1.1 Data Gathering

The data for the Energy Data section in the dashboard is gathered from a csv file provided

by the AEE with historic data from Puerto Rico. To gather this data, we converted the

30
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data from csv to JSON data using a class that we had implemented in Java. The data in

a csv file looks as shown in Figure 4.1. Using the Java class, we successfully transformed

the data into a JSON data file which looks as shown in Figure 4.2.

Fig 4.1: AEE energy data in csv file

Fig 4.2: Example AEE JSON data

4.1.2 Data Modification

After gathering the data, we proceed to modify the data so that it can be visualized. The

NVD3 stacked chart requires the data to look as shown in Figure 4.3. The data in Figure

4.3 can be interpreted as an array containing multiple dictionaries, each dictionary has

two key value pairs. The first pair, called key, is the label that is going to be displayed
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for the graph. For example, Net Generation will be displayed for the values in the first

dictionary, Gross Generation in the second and so forth. The second pair, called values, is

an array of arrays which contains two values: a long number which is the date presentation

in epoch time, and the value for that time. We used Python to convert the data into the

format needed for the chart. This modified data is then made available so that it can be

visualized as soon as the user enters the energy data section in the dashboard.

Fig 4.3: Example JSON that NVD3 is expecting

4.1.3 Data Visualization

After the data has been converted to JSON and modified, we can begin the process of

visualizing the energy data. As described in section 3.1, we created 6 stacked charts

showing the data from the AEE. To visualize this data, we used NVD3 and the data that

was gathered and cleaned, as described in the two subsections above. These graphs are

generated every time as soon as the user enters the energy data section.

These stacked charts are interactive, and users can scroll through the chart and a

popup that shows relevant information about the dataset. Aside from that the user may

select any of the buttons in the top right side of the graph, which represent attributes of
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the data, and remove the datasets that are not important.

4.2 Social Data

4.2.1 Data Gathering

To gather twitter data, we executed the following steps:

1. Create a Twitter developer account

2. Acquire the following credentials for utilizing the Twitter API

(a) access token

(b) access token secret

(c) consumer key

(d) consumer secret

3. Generate a list of words in English and Spanish related to energy data and smart

grids. This list contains 98 English words and 27 Spanish words for a total of 125

words.

4. Using the list generated in step 3 and the Twitter Streaming API we listen to the

tweets in real time that are being published to twitter and contain any of the words

in the energy keywords list. Those tweets are stored in a file called tweets.txt. Each

tweet is a JSON object that looks like the one in figure 4.4.
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Fig 4.4: Example of a tweet stored in tweets.txt

4.2.2 Data Cleaning

As shown in Figure 4.4, a tweet contains many attributes. For this investigation only

some of them are necessary. We are particularity interested in the following attributes:

1. created at : the date on which the tweet was published.

2. location: the date on which the tweet was published.

3. text : the text published on the tweet.

We are interested in the date on which the tweet was created because we want to know

how many positive tweets and negatives tweets are being generated per hour. Location

is important because we only want to analyze tweets that are coming from Puerto Rico,

therefore location is utilized as a second filter to reduce the dataset. Finally, the text field

is utilized in the data analysis phase to classify the tweet as positive or negative. Figure

4.5 show how tweets look after the data cleaning phase is complete.

Fig 4.5: Example cleaned tweet
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4.2.3 Data Analysis

The twitter data is analyzed in two steps: (i) Training set creation and (ii) Tweet clas-

sification. To generate the training set we use the Sentiment Labelled Sentences dataset

provided by University of California, Irvine. This dataset contains 3 files with 1000 sen-

tences each. These sentences come from user reviews on Amazon, IMDB and Yelp. Each

of these sentences are classified with a 0 or a 1. 0 means that the sentence is classified as

negative, while 1 means that the sentence is classified as positive. There are 500 positive

sentences and 500 negative sentences per file.

For each of these sentences we select the words that are most important and remove

the less important words using Pythons NLTK library, which is a very popular natural

language processing library. Each of the files is read and changed into a format that is

readable by a Näıve Bayes classifier that will utilized to determine polarity of the tweets.

The code parses the training data into an array that has multiple tuples of the type

(sentence, polarity).

Once we have the training set, training of the classifier can begin. We pass as input

the training set to the classifier and this returns a more qualified classifier that is more

suitable for determining polarity of tweets. After the classifier is properly trained, we

begin the process of classifying tweets. This step is like the process we did when generating

the training set. First, we read all the tweets from tweets.txt, then we clean them (as

described in 4.2.2), then we take the sentence field and extract the most important words

from that sentence. After that we pass the words to our classifier, which then returns a

classified tweet.

After we are done assigning a polarity to the tweet when then add a new field to

our clean tweets. This field is called polarity; its value may be positive to signify that

the tweet was classified as positive and negative to signify that the tweet was classified

as negative. Tweets will now have the structure shown in figure 4.6. Finally, classified
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tweets are stored in files based on polarity, positive tweets will be stored in positive.txt

and negative tweets will be stored in negative.txt.

A challenge that we found while processing tweets was the occurrence of Spanish

words. Since we have a combination of English and Spanish words for the sentiment

analysis of our social data, a multi-lingual classifier needs to be implemented.

Another interesting issue is that our sentiment analysis is currently static. Online

machine learning algorithms need to be explored so we can capture the dynamic nature of

Twitter streaming data. It means a dynamic classifier can be used to learn new training

sets as the Twitter streaming processing evolves.

Fig 4.6: Example cleaned tweet

4.2.4 Data Visualization

With the data now cleaned and classified we can proceed to use NVD3 to visualize it. We

decided to use two types of charts for this twitter data, the first one is a pie chart and

the second is a donut chart. The pie chart that is being created shows the percentage of

positive and negative tweets related to smart grids in Puerto Rico. Two donuts charts

represent the top 10 most repeated words in positive and negative tweets. To properly

display these graphs, we had to convert the cleaned tweets into a format that the NVD3

could understand. Aside from that we are also using JavaScript to display a stream of

tweets. Every 10 seconds, 10 new classified tweets appear in the stream. All tweets and

data that has been classified as positive will appear as blue on the dashboard and all

tweets that have been classified as negative will appear as red on the dashboard. As is

the nature with NVD3 charts, the donut and pie charts are interactive. Section 3.2 shows

figures of how the graphs utilized for the social data section.
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4.3 Weather Data

In this section, we describe how we gather the weather data from the dark sky, then how

we cleaned the data and analyzed it using Python. Finally, we explain how the data was

visualized.

4.3.1 Data Gathering, cleaning and analysis

To access this API, the developer must first create an account in Dark Sky as a de-

veloper. The data is being gathered using Python and the forecastiopy library. Using

this library, we created various functions for gathering weather data. The first of these

functions is called getHourlyWeather; with this function, we gather weather information

for the next 12 hours. Dark Sky provides many attributes but we are only interested

in the date, description of the forecast, precipitation probability, humidity percentage,

cloud coverage percentage and temperature in Fahrenheit or Celsius. The second of these

functions is called getTodaysWeather; with this function we gather, the current forecast

for today. From this function, we get the current forecast, the forecast for the rest of

the day, the wind speed and direction, the precipitation probability, sunrise, sunset, min

and max temperatures in Fahrenheit or Celsius. The third function that we created is

called getDailyWeather; this function returns the forecast for the next 4 days. From this

function, we are gathering the forecast for the day, the max and min temperatures and

the precipitation probability. These three functions return the data as JSON files that

look as shown in figure 4.7.
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Fig 4.7: JSON File of weather data

4.3.2 Data Visualization

Now that we have successfully gathered the weather data, the process of visualizing the

data can begin. For the weather section, we are not actually generating any graphs using

NVD3, instead we are using a combination of HTML, JavaScript, JQuery and CSS to

display the data. NVD3 is not being utilized, because after speaking with potential users

of the dashboard, they expressed that it would be better to have textual data and that

the only visual data should be a map of Puerto Rico, describing factors like the current

precipitation or wind speed. Section 3.3 shows figures of how this part of the dashboard

looks like.

4.4 Market Data

This section focuses on how the market data, provided by the NYISO, was gathered,

analyzed and visualized.
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4.4.1 Data Gathering

For this dashboard, we are interested in two datasets from the NYISO: load data and

zonal LBMP data. This data is publicly available on the web and is provided as a csv file.

To gather the load data, we create a function in Python that reads the csv and stores it

in a variable. In this same function, we then convert that data from CSV format to JSON

format as shown in figure 4.8. The load data is divided by year, month and day. For each

hour of the day an array stores the load information. The process for zonal LBMP data

is the same, except that we finish that the generated JSON looks different.

Fig 4.8: Example JSON of how load data looks like

4.4.2 Data Modification

To properly visualize the data, we need to modify it so that it complies with the NVD3

chart. For example, to create a bar chart of load data, as shown in section 3.4, the data

must be modified so that it looks as shown in figure 4.9. Therefore, the data was to be

converted to an array with a JSON that has two attributes: the key and the values. The

most important is the values field, which contains an array of JSONs in which the labels

field is the hour and the value field is the load in that hour. This data is then made
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accessible to the dashboard as a get request through our flask server.

Fig 4.9: Modified JSON of load data

4.4.3 Data Visualization

After converting the data, as explained in 4.4.2, we proceed to create three different types

of charts for visualizing the market data. These charts are a bar chart, a line chart

and a bar-line chart. The bar chart is utilized to represent the load data, the line chart

represents the zonal LBMP data and the bar-line chart represents the comparison between

one LBMP zone vs load data. These graphs are interactive. Section 3.4, has figures that

demonstrate how the visualized market data looks like.

4.5 Comparison between datasets

This section focuses on how the social, weather and market data was integrated together

and visualized.
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4.5.1 Data Integration

To integrate the data, we have used Python. Several functions have been created which

return the value of the dataset per hour of the data that we want to compare. To gather

this data, we created 8 functions in Python that return either the (i) humidity data per

hour for a given town, (ii) the precipitation data per hour for a given town, (iii) wind

data per hour for a given town, (iv) temperature data per hour for a given town, (v)

load data, (vi) LBMP data per zone, (vii) positive tweets per hour in a day and (viii)

negative tweets per hour in a day. Basically, these functions call the functions that were

described in the previous sections from this chapter and gather only the data that the

user is interested in. We then created a class in Python that will handle the integration

of this data. This class can store up to 4 different datasets for comparison and its main

task is to merge those datasets into one dataset so that it can be visualized.

4.5.2 Data Visualization

After integrating the data, we can start the process of visualization. For this section, we

have decided to utilize a line chart because the type of data that we are comparing will be

easier for the user to understand with this type of chart. The visualization of this chart

works similarly to how it has worked in previous sections of the dashboard. As with the

other graphs generated for this dashboard, we use NVD3 to visualize the data. Section

3.6, has examples of how this visualized data looks like.



Chapter 5

CONCLUSION AND FUTURE

WORK

5.1 Conclusion

As stated previously in this document, this project has two main objectives. The first

objective was to study and review the best practices in the collection, analysis and visu-

alization of data from smart grids. The second objective was to implement a smart grid

data workflow that includes data collection from diverse sources and interactive visualiza-

tion. To achieve these objectives, we developed the OASIS dashboard to visualize data

from smart grids. As a result of this project, we are able to highlight the following find-

ings: (1) The underlying software used in this project facilitates the implementation of

the dashboard. In particular the utilization of the Flask framework and Python libraries

such as NLTK, Tweepy and Forecastio-py, made it viable the implementation because

they are well-documented and easy to set up. Although other tools may be available, the

architectural designs of the proposed visualization tool is easily replicable in other do-

mains and using different tools such as the Java Play Framework and AngularJs. (2) The

process of understanding the data sources and formats can be challenging. In particular,
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selecting appropriate data sources and cleaning the data required considerable effort in

the beginning of the project. Another issue is the availability of the data. For example,

energy market data in Puerto Rico is not widely available. We used data from the NYISO

to demonstrate how market data could be incorporated into visualizations as a proof of

concept. (3) The utilization of NVD3 for visualization purposes greatly facilitates the

implementation of interactive graphs.

We expect that by utilizing this unique product, users will gain a better understanding

of data related to smart grids and potentially make conscious decisions regarding to energy

consumption and/or production.

5.2 Future Work

The future work of this project is divided into two areas: development and implementa-

tion aspects and social aspects. Regarding the development and implementation aspect,

the following important tasks are planned: (1) Introduce more streaming data coming

from smart meters, community renewal energy sources and streaming weather data. (2)

Integrate the dashboard with the marketplace built under the OASIS project. (3) Make

the dashboard customizable for each user. This means that the graphs that are being

shown for a consumer, may not be the same as the ones shown for a producer or adminis-

trator. (4) Deal with dashboard scalability issues. We have to carry out usability studies

in terms of scalability to determine the requirements to set the number of simultaneous

users. (5) Apply machine learning techniques and parallel data processing techniques to

speed the processing processes. (6) Explore online machine learning techniques to improve

sentiment analysis. We can develop mechanisms to visualize the trend of energy related

tweets. (7) Combine the processed data to generate a recommendation system for users.

We believe its also important to analyze the following social aspects, as it will help

us gain a better comprehension of the usefulness of the dashboard: (1) Identify the social
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demographic characteristics of the users. For example, what is the family composition,

socio-economic level, gender, language, and other socio demographic variables of interest.

This type of study will provide insight on the design aspects of the dashboard.(2) Make

the dashboard more accessible to all types of users, based on the study of their profile.

Currently, the dashboard requires at least basic knowledge in concepts related to energy

to be utilized. (3) Determine how communities of users utilize this dashboard. It is also

of interest to study changes in the way people consume energy, based on the tools, such

as this dashboard, and marketplace provided by the OASIS project.
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