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ABSTRACT 
 

The statistical test developed in this research was able to find punctual changes at any time 

series. In this way the studied variables including sunspot, global carbon dioxide, air surface 

temperature, cloud cover and sea level showed a change along the course of the time. In 

addition, almost all the variables are continuously increasing over time. 

The reason of the present global warming can not be explained by the increasing amount of 

sunspot; however, it could be explained by the increase of carbon dioxide in the atmosphere. 

The global temperature increase is reflected over local region, where each island has a 

different behavior with respect to the others. In addition, the cloud cover variations have a 

very important effect in the atmospheric physical processes in our planet. 

A statistical relation between the sea level and the middle cloud cover (from 680 until 440 

mb), during El Niño event 1997/1998 was found. In the Caribbean region, this relation is 

clearly observed during the month of March. On the other hand, the mesoscale model RAMS 

showed that the relation between the middle cloud cover and El Niño 1997/1998 took place 

due to a very intense sea heating and by an intense vertical wind shear. The intense vertical 

wind shear cut off the vertical convection, inhibiting the vertical transport of heat and 

moisture toward the high troposphere. As consequence, the heat and the moisture are stored 

in the middle levels. 
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RESUMEN  
 

La prueba estadística desarrollada en la presente investigación fue capaz de hallar cambios 

puntuales en una serie de tiempo. En ese sentido las variables estudiadas incluyen manchas 

solares, dióxido de carbono global, temperatura del aire, cobertura de nube y nivel del mar 

muestran un cambio a lo largo del tiempo. Además, casi todas las variables están 

continuamente incrementando sobre el tiempo.  

La razón del presente calentamiento global no puede ser explicada por el incremento en la 

cantidad de manchas solares; sin embargo, este podría ser explicado por el incremento de 

dióxido de carbono en la atmósfera. El incremento de la temperatura global es reflejado sobre 

la región local, donde cada isla tiene un diferente comportamiento con respecto a las otras. 

En adición, las variaciones de la cubierta de nube tienen un muy importante efecto en los 

procesos físicos atmosféricos en nuestro planeta.  

Estadísticamente fue hallada una relación entre el nivel del mar y la cubierta media de nubes 

(desde 680 a 440 mb), durante el evento del Niño 1997/1998. En la región del Caribe, esta 

relación es claramente observada en el mes de Marzo. Por otro lado, el modelo de mesoscala 

RAMS muestra que la relación entre la cubierta de nubes medias y El Niño 1997/1998 tomo 

lugar debido a un muy intenso calentamiento del mar y una intensa velocidad vertical de 

corte. La intensa velocidad vertical de corte quebró la convección vertical, inhibiendo el 

transporte de calor y humedad hacia los niveles altos de la troposfera. Como consecuencia, el 

calor y la humedad se almacenaron en los niveles medios.  
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1 INTRODUCTION 
 

At present there are several studies that use numerical models and/or statistical 

techniques to detect and attribute climate changes ([17], [4], [19], [65], [67], [64], [44], [46], 

etc.). The detection of climate change consists of determining the time and the magnitude of 

the climate change. The attribution consists of determining what the physical causes have 

generated the climate change. The typical tools used to detect climate changes are: pattern of 

trend changes, Gaussian distribution, correlations techniques, and optimal detection 

procedures. The attribution techniques are mostly based on using numerical simulation 

techniques. This thesis focuses only on climate change detection problem. 

 

The attributions explain the possible reasons by which the earth is heating. This is a 

controversial problem because some people consider global warming due to natural 

variability; however, other researchers attribute –or suggest– that global warming is due to 

anthropogenic sources ([27], [24], [18] and [73]), the Intergovernmental Panel on Climate 

Change (IPCC) in 2001 established that: “The balance of evidence suggests a discernible 

human influence on global climate”. The anthropogenic sources are influenced by the 

emission of greenhouse gases (GHG) and changes in land use, such as urbanization and 

agriculture. It is difficult to separate GHG and land use because both tend to increase the 

daily mean surface temperature [32].  
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A statistical algorithm was proposed by Ramirez et. al [56] to detect climate changes 

in time series in an easier way. The improved version established that a climate change can 

be exhibited in the trend, in the periodicity or in the stochastic component of a given time 

series. As a result it was easier to identify a change, in one specific time, which can be 

produced by external behavior. These external behaviors can be produced by data error or by 

real external behavior (natural or anthropogenic). This improved version has also the 

capability to associate phenomena, such as El Niño or solar radiation. 

 

In a recent publication by the IPCC 2007 [32], it is stated that: “Most of the observed 

increase in globally averaged temperatures since the mid-20th century is very likely due to 

the observed increase in anthropogenic greenhouse gas concentrations”. Natural variability is 

another attribution found in nature as the variability of energy transported by the atmosphere, 

ocean and their respective circulation [5], although others include volcanic eruption and solar 

flux variability ([66], [4], [29]) as natural variability. The analysis presented here considers 

as natural variability the volcanic eruption and solar flux. However recent publications have 

shown that the global warming of the last 20th century can not only be explained by external 

forces (effects, processes, objects, or materials that are derived from human activities, as 

opposed to those occurring in natural environments without human influences, for example 

land use, ozone depletion, and mainly the greenhouse gases). It is also necessary to include in 

the model the natural variability and external forces to explain the present warming ([27], 

[28], [32]). 
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Current researchers are using models under different scenarios to predict the climate 

and environmental bahavior. Thus it is possible to predict the temperature, rain, and other 

climate variables [1], [24], [27], [69]. The IPCC has made very important contributions in the 

area by developing future scenarios that could occur. The idea of predicting exactly the 

temperature is considered impossible, due to the anthropogenic as well as the natural origin, 

which are difficult to predict. In other words, there are several uncertain variables [68]. So 

regardless of the attribution, natural and/or anthropogenic forces, the global warming is 

affecting human society and its economy. The global warming is a serious problem which 

may cause dramatic effects in the weather of the world. Hence, the understanding of past 

events is very important to estimate uncertainties and design strategies to mitigate the climate 

change effects. 

 

The IPCC 2007 [31] pointed out that: “Small islands, whether located in the Tropics 

or higher latitudes, have characteristics which make them especially vulnerable to the effects 

of climate change, sea level rise and extreme events”. Moreover, sea-level rise is expected to 

exacerbate inundation, storm surge, erosion and other coastal hazards, thus threatening vital 

infrastructure, settlements and facilities that support the livelihood of island communities. A 

reduction of water resources has been projected in many small islands, e.g., in the Caribbean 

and Pacific, to the point that they may become insufficient to satisfy the demand during the 

low rainfall periods. With higher temperatures, increased invasion by non-native species is 

expected to occur, particularly on middle and high-latitude islands. 
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The global and regional climate changes are evident and they could be extremely 

dangerous to each community along the world. Therefore, it is important to determine how 

the climate indicators are related, its impacts and the physical phenomena involved in the 

process. This work studies some natural and anthropogenic contribution with its effect on the 

atmosphere, land and ocean (for example, the temperature, clouds and sea level). This 

investigation presents two analyses, the first refers to the statistical technique to detect 

climate changes and the second is to use the regional climate model to understand the impact 

of the climate change over the Caribbean basin. The statistical technique refers to the global 

coverage and the other Caribbean area (especially the major 4 islands: Dominican Republic 

and Haiti, Cuba, Jamaica and Puerto Rico). In summary the statistical techniques are used to 

identify the time when a climate change has occurred and the regional numerical mode is 

used to analyze the impact of climate changes in small regions, which has consisted of 

downscaling global information to the regions of interest, also called dynamic downscaling. 

It transforms global atmospheric data to regional atmospheric information from coarse 

resolutions to finer resolutions. The mesoscale Regional Atmospheric Model System 

(RAMS) is used as a downscaling tool, coupled with National Centers for Environmental 

Prediction (NCEP) data. 
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1.1 Motivation 
 

The global mean surface air temperature has risen about 0.5°C during the 20th 

century [17]. A large part of the world ocean has exhibited coherent changes of ocean heat 

content during the past 50 years, exhibiting a net warming [38]. In addition the sea level has 

increased 1.8 mm/yr from the period 1950–2000 [12]. However, by using satellite data from 

1993 until 2004 a rate of 3 mm/yr was found [56], almost twice compared to the previous 

study. A more detailed work [21] indicates that during the second half of the 20th century, the 

world has become both warmer and wetter for global land areas. Moreover, currently wet 

periods produce significantly higher rainfall than a few decades ago. In addition, heavy 

rainfall events have become more frequent and cold temperature extremes have become less 

frequent during the second half of the 20th century. These observed extremes are in line with 

the changes expected due to the new greenhouse conditions. 

 

Since 1987 more than 360 weather events had been detected in the United States, 

with a loss greater than $5 million for each event, and with several record-setting 

catastrophes. The Midwest drought of the years 1988–1989, caused a loss of $39 billion. 

Hurricane Andrew in South Florida in 1992, originated $30 billion of loss, and the Midwest 

flood of 1993 $19 billion [9]. Hurricane Katrina, according to the “Financial Times”, 

produced a total economic loss closer to $100 billion. On the other hand, the deaths number 

by heat wave has also increased in the last decades [9].  Geographical locations of the large 

loss trends further reveal that population growth and demographic redistributions are playing 

a major role in the losses degree for weather–climate extremes. Therefore, societal impacts 
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from weather and climate extremes, and trends in those impacts, are a function of both 

climate and society. 

 

Climate, agriculture and forestry are intrinsically linked. The mean surface air 

temperature of the earth can be used as a measure of the stability of the climate system. It 

responds to energy inputs, and cycling process such as the hydrological (water) cycle. The 

temperature is part of the process of the life systems [63]. Native forests take centuries to 

adjust their range, and agriculture would face almost impossible adaptations. On the other 

hand, malaria, dengue and insects, which already are endemic in tropics and sub tropics 

areas, could aggravate [59]. The production of cultivations could decrease significantly in 

countries such as Africa and Latin America and in other growing countries. Water could 

become scarcer in several areas of the world, which already have scarcity. The climate 

change also exasperates the decreasing biodiversity of species, which will increase the 

danger of extinction of several species, especially those with little or fragmented habitats. 

 

Numerical experiments using general circulation model have shown changes in 

extreme events for future climates, such as extreme high temperatures increase, extreme low 

temperatures decrease, and an increase in intensity of precipitation events [18]. In addition, 

IPCC 2001 [29] showed that the sea level will rise of between 9 and 88 cm in 110 years, for 

scenarios that include rapid, probably unrealistic, growth of climate forcings.  
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A discernible human influence was identified in the present global warming, 

including ocean warming, continental-average temperatures, temperature extremes and wind 

patterns [32]. All events and facts described above are linked to climate changes and this 

reality has motivated me to do the present work. So, the concurrent and the possible future 

climate changes need to be understood and quantified. Hence, by using a statistical and 

climate modeling techniques it may be possible to explain why significant change and its 

relation with other climate variables occur. The analysis will include the regional climate 

change for the Caribbean Islands and global climate change.  
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1.2 Objective 
The main objectives of this work are shown next: 
 

• To understand the importance of the climate indicators such as external forcing 

(carbon dioxide), natural variability (sunspot which is related with the solar radiance), 

and their influence or relation in the development of the climate and weather 

(temperature, sea level, cloud cover, El Niño, etc). 

 

• To develop a statistical test that will have the ability to determine the shifts in 

correlated or uncorrelated time series. Apply the statistical test to detect changes in 

selected observed data such as sunspot, CO2, sea level, clouds and air temperature 

will also be employed. 

 

• To identify climate changes at regional and global scale and to explain the possible 

relation between them by using climate modeling software (RAMS) as a tool. 
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1.3 Summary of Following Chapters 
 
We first develop the necessary background theory in Chapters 2 and 3. Chapter 4 presents the 

sources of information and describes the variables used in this analysis. Chapter 5 describes 

the methodology developed for the climate change detection and the regional climate model. 

Monte Carlo simulation technique and real data is used to explain the statistical procedure to 

detecte a climate change in a single climate indicator. This chapter also describes the 

initialization and configuration of the numerical model. Chapter 6 presents the results and 

discussions of the climate change detection and the climate change impacts through the 

regional climate model. The last chapter presents some conclusions and recommendations. 

Appendices present data, computer programs and some details of the research work. 
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2 THEORETICAL BACKGROUND 
 

In this chapter will be cover the principles and basic concepts with the variables and 

atmospheric processes that generate the climate changes. These physical concepts are 

necessary to understand the processes atmospheric and therefore its changes. In addition, the 

statistical concepts and tools are presented which will be employed to detect the climate 

changes. 

 
2.1 Introduction of Climate System and its importance 
2.1.1 Some Definitions 
 
Weather and climate 
Weather and climate have a profound influence on life on Earth. They are part of the daily 

experience of human beings and are essential for health, food production and well-being. If 

one wishes to understand, detect and eventually predict the human influence on climate, one 

needs to understand the system that determines the climate of the Earth and of the processes 

that lead to climate change.  

There is a tremendous common confusion unrelated with the present topic about the notions 

of “weather” and “climate”, by thinking that the two words are the same. The “weather”, as 

we experience it, is defined as the fluctuating state (from hour-to-hour or day-to-day) of the 

atmosphere around us, characterized by the temperature, wind, precipitation, clouds and 

other weather elements. The weather systems arise mainly due to atmospheric instabilities, 

and their evolution is governed by non-linear chaotic dynamics. As a result the weather is not 

really predictable beyond a week or two into the future. “Climate” refers to the average 
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weather in terms of the mean and its variability over a certain time-span and a certain area. 

Classical climatology provides a classification and description of the various climate regimes 

found on Earth. Climate varies from place to place, depending on latitude, distance to the sea, 

vegetation, presence or absence of mountains or other geographical factors. Climate varies 

also in time; from season to season, year to year, decade to decade or on much longer time-

scales, such as the Ice Ages [7]. 

Climate change 
A climate change is the significant deviation from the average state of the atmosphere over 

time scales ranging from decades or longer, in the Earth's global climate or in regional 

climates over time. These changes can be caused by processes of internal or external forces. 

Internal forces (or natural variability) are the Earth’s orbit, volcanic activity and mainly solar 

radiation. External forces (or anthropogenic effects) are effects, processes, objects, or 

materials that are derived from human activities, as opposed to those occurring in natural 

environments without human influences, for example land use, ozone depletion, and mainly 

the greenhouse gases [28]. 

 
Climate variables 
The traditional knowledge of weather and climate focuses on those variables that affect daily 

life most directly: average, maximum and minimum temperature, wind near the surface of 

the Earth, precipitation in its various forms (snow, hail, rainfall and other forms of water 

falling from the sky), humidity, cloud type and amount, and solar radiation. These are the 

variables observed hourly by a large number of weather stations around the globe. However 

this is only part of the reality that determines weather and climate. The growth, movement 
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and decay of weather systems depend also on the vertical structure of the atmosphere, the 

influence of the underlying land and sea and many other factors not directly experienced by 

human beings. Climate is determined by the atmospheric circulation and by its interactions 

with the large-scale ocean currents and the land with its features such as albedo, vegetation 

and soil moisture. The climate of the Earth as a whole depends on factors that influence the 

radiative balance, such as for example, the atmospheric composition, solar radiation or 

volcanic eruptions. To understand the climate of our planet Earth and its variations and to 

understand and to predict the changes of the climate brought about by human activities, one 

cannot ignore any of these many factors and components that determine the climate. We 

must understand the climate system, the complicated system consisting of various 

components, including the dynamics and composition of the atmosphere, the ocean, the ice 

and snow cover, the land surface and its features, the many mutual interactions between 

them, and the large variety of physical, chemical and biological processes taking place in and 

among these components. “Climate” in a wider sense refers to the state of the climate system 

as a whole, including a statistical description of its variations [26]. 

 
2.1.2 Climate system and the importance of some climatic variables 
 
Climate System 
As mentioned in the previous section, the climate system is the result of several interactions 

and their components are the atmosphere (including the troposphere and stratosphere), the 

geosphere (which includes the solid earth (lithosphere), the oceans, rivers and inland water 

masses (hydrosphere) and the snow, ice and permafrost (cryosphere)) and the biosphere (the 
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transition zone between them within which most plant and animal life exists and most living 

and dead organic matter (biomass) is to be found). Figure 2.1 illustrates the main physical 

processes that take place within the climate system and thus exert an influence on it. The 

direct effect of human activities on the climate system is also considered an external forcing 

[28]. 

 

Figure 2.1 Multiscale interactions in the earth system.  
Taken from IPCC 2001 [28] 
 
Interactions among the components 
Many physical, chemical and biological interaction processes occur among the various 

components of the climate system on a wide range of space and time scales, making the 

system extremely complex. Although the components of the climate system are very 

different in their composition, physical and chemical properties, structure and behavior, they 
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are all linked by fluxes of mass, heat and momentum: all subsystems are considered open and 

interrelated [28]. 

As an example, the atmosphere and the oceans are strongly coupled and exchange, among 

others, water vapor and heat through evaporation. This is part of the hydrological cycle and 

leads to condensation, cloud formation, precipitation and runoff, and supplies energy to 

weather systems. Atmosphere and oceans also exchange, among other gases, carbon dioxide, 

maintaining a balance by dissolving it in cold polar water which sinks into the deep ocean 

and by outgassing in relatively warm upwelling water near the equator. 

Some other examples: the biosphere influences the carbon dioxide concentration by 

photosynthesis and respiration, which in turn is influenced by climate change. The biosphere 

also affects the input of water in the atmosphere through evapotranspiration, the 

atmosphere’s radiative balance through the amount of sunlight reflected back to the sky 

(albedo), and any change, whether natural or anthropogenic, in the components of the climate 

system and their interactions, or in the external forcing, may result in climate variations.  

 
Importance of some climatic variables 
Sun 
The Sun is the star located at the center of the Solar System. Energy from the Sun—in the 

form of sunlight—supports almost all life on Earth via photosynthesis, and drives the Earth's 

climate and weather. The Earth's climate system constantly tries to maintain a balance 

between the energy that reaches the Earth from the Sun and the energy that is emitted to 

space. Scientists refer to this process as the Earth's "radiation budget". 
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Figure 2.2 Balance of incoming solar energy above Earth. 
Taken from ATMOSPHERIC SCIENCE DATA CENTER - NASA 
 
 
Figure 2.2 describes the modification of solar radiation by atmospheric and surface processes 

for the whole Earth over a period of one year. Of all the sunlight that passes through the 

atmosphere annually, only 51 % is available at the Earth's surface. This energy is used to heat 

the Earth's surface and the lower atmosphere, melt and evaporate water, and run 

photosynthesis in plants. Of the other 49 %, 4 % is reflected back to space by the Earth's 

surface, 26 % is scattered or reflected to space by clouds and atmospheric particles, and 19 % 

is absorbed by atmospheric gases, particles, and clouds. Another part of the energy going 

back to the space from the Earth is the longwave radiation emitted by the Earth. From this: 7 
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% is emitted by sensible heat which is the product of conduction and rising air, and 23% is 

carried to clouds and to the atmosphere by latent heat of vaporization in the form of water 

vapor; both making a total of 30 %, from this amount  only 3 % is absorbed by the clouds. 21 

% is emitted by the surface in form of longwave radiation, from this 15% is absorbed by 

water vapor and CO2, and 6 % is radiated directly to the space. Finally, it can be noticed that 

64 % is radiated to space in the following way: 26 % from clouds and 38% from the 

atmosphere (water vapor, CO2 and ozone). Thus the energy balance shows that the total 

incoming energy from the sun leaves completely (100% percent) the earth [16]. 

 
Comparison between Solar irradiance and Sunspot 
Irradiance is the electromagnetic radiation which is incident on the surface, while sunspot is 

a region on the Sun's surface that is marked by a lower temperature than its surroundings and 

intense magnetic activity, which inhibits convection, forming areas of low surface 

temperature [36].  

The number of sunspots has been found to correlate with the intensity of solar radiation over 

the period - since 1979 - when satellite measurements of radiation have become available 

(see Figure 2.3). Since sunspots are dark it is natural to assume that more sunspots decrease 

the solar radiation. However, the surrounding areas are brighter and the overall effect is that 

more sunspots imply a brighter sun. 
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Figure 2.3 Solar Cycle Variations. 
Made by PhD Robert A. Rohde - UC Berkeley. 
 
Carbon dioxide and global warming 
One of the possible causes of the global warming is due to anthropogenic greenhouse effect 

(GHE). Figure 2.4 shows that the amount of heat energy added to the atmosphere by the 

GHE is controlled by the concentration of GHG’s in the Earth's atmosphere.  

The concentration of the major greenhouse gases have increased since the beginning of the 

Industrial Revolution (about 1700 AD). As a result of these higher concentrations, scientists 

predict that the greenhouse effect will be enhanced and the Earth's climate will become 

warmer. Predicting the amount of warming is accomplished by computer modeling. 

Computer models suggest that doubling of the concentration of the main GHG, carbon 

dioxide, may raise the average global temperature between 1º and 3° Celsius. 

The concentration of carbon dioxide (CO2) in the atmosphere has increased by about 25% in 

the past 100 years, mostly due to human activities, such as combustion of fossil fuels and 

deforestation. Its concentration at the present time is about 380 parts per million (ppm). The 
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projections estimate that the concentrations of CO2 will double the pre-industrial 

concentration (270 ppm) within the next 50 to 100 years, in the absence of any mechanism of 

controls [15].  

 

Figure 2.4 Enhanced greenhouse effects. 
Taken from Commonwealth of Australia 2007, Bureau of Meteorology. 

The Intergovernmental Panel on Climate Change (IPCC) concluded in 1995 that: “the 

increased amount of carbon dioxide is leading to climate change, and will produce, on an 

average, a global warming of the Earth's surface because of its enhanced greenhouse effect 

...”. The Fourth Assessment Report 2007 IPCC [32] established that it is very likely that 

global warming could be due to the observed increase in anthropogenic greenhouse gas 

concentrations. 
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Cloud properties 
The study of cloud cover makes the analysis more aware of the dynamic nature of the 

atmosphere and may reveal clues to future weather investigation. Clouds are aggregates of 

tiny water droplets, ice crystal, or some combination of both. For example, ice crystal clouds 

occur at high altitudes where air temperatures and pressure are relatively low and they may 

have a fibrous or wispy appearance (Figure 2.5a). Water droplets clouds occur at low 

altitudes where temperatures are higher and their edges are more sharply defined (Figure 

2.5b) [48].  

Water vapor is an invisible component of air, but its condensation and deposition products 

(water droplets and ice crystal) are visible. A cloud is the visible product of condensation or 

deposition of water vapor within the atmosphere; it consists of an aggregate of minute water 

droplets and/or ice crystals suspended in the atmosphere. Clouds are composed of millions of 

water droplets that have condensed. These water droplets grow into larger droplets by 

colliding and coalescing with one another. Eventually, the droplets can grow large enough 

that they will not be able to stay suspended in the cloud. When this occurs, they fall out of 

the cloud as precipitation. If the cloud's temperature is below freezing, it will contain ice 

crystals. Ice crystals collide and stick to other ice crystals and eventually fall from the cloud 

as snow. Precipitation is water, either liquid or solid, that falls from the atmosphere to the 

surface [51]. 
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Figure 2.5 Types of clouds (a) High, thin cirrus appear fibrous because they are 
composed of mostly ice crystals, (b) Low, these are composed of water droplets and 
have sharply defined edges. 
 

Clouds cover play an important role in the Earth's climate system by affecting the amount of 

heat – in the form of electromagnetic radiation – that is allowed to pass into or out of the 

system. Figure 2.6 depicts the relation of the cloud above incoming radiation and emitted 

heat. In general low, thick clouds tend to cool the Earth by reflecting the sun's radiation and 

preventing it from reaching the Earth's surface. In contrast, high, thin clouds tend to warm 

the planet by allowing solar radiation (called shortwave, SW) to pass easily through to the 

Earth's surface while, at the same time, trapping some of the Earth's infrared radiation (called 

longwave, LW) and radiating it back to the Earth surface [76]. The possibility that a given 

cloud will cause heating or cooling depends on several factors, such as the clouds height, its 

size, and the make-up of the particles that form the cloud. The balance between the cooling 

and warming actions of global cloud cover is very close; but in general cloud cover produces 

cooling on a global basis. 

 

(a) (b) 
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Figure 2.6 Effects of the clouds above incoming solar radiation and emitted heat. 
Taken from Weier J. [76]. 
 
Sea level 
The oceans cover about 70% of the Earth's surface, and through their fluid motions, high heat 

capacity, and ecosystems, they play a very important role in shaping the Earth's climate and 

its variability. Another major role of oceans in climate that has major impacts on multi-

decadal time-scales is the sea level rise. 

Sea level rise can be a product of global warming through two main processes: expansion of 

sea water as the oceans warm, and water exchange with continents as for example: melting of 

ice cover of Greenland, Antarctica and mountain glaciers, terrestrial water storage variations, 

etc. Global warming is predicted to cause a significant sea level rise over the course of the 

twenty-first century. 
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Figure 2.7 shows the change in annually averaged sea level at 23 geologically stable tide 

gauge sites with long-term records. The thick dark line is a three-year moving average of the 

instrumental records. This data indicates a sea level rise of 1.8 mm/year from 1900-2000.  

The problem with tide gauge records is the limited geographic coverage of these records, but 

satellite altimetry data from TOPEX/Poseidon since about 1992 are shown in red (Figure 

2.7). It is increasing a rate of 3 mm/year of which 1.5 ±0.3 mm/year is found as product of 

thermosteric (from thermal expansion) sea level rise [40]. But to the last century, only 0.4 

mm/year was a product of thermosteric (of the 1.8 mm/year observed sea level rise). For both 

time spans, the past few decades and the last decade, a contribution of 1.4 mm/year is not 

explained by thermal expansion, thus it needs to be of water mass origin [40]. 

 
Figure 2.7 Recent Sea Level Rise about the last century 
Taken from Earth System Science. 
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2.2 Statistical Tools  
2.2.1 Time Series  
A time series is a set of observations xt, each one being recorded at equal time intervals t, 

many types of time series occur in the physical sciences, particularly in meteorology, marine 

science and geophysics. For example: rainfall, air temperature, relative humidity, sea level 

pressure, and wind speed. Most of these variables are measured at equal time intervals, which 

usually could be at every, hour, day, month, and year. Figure 2.8 shows the average carbon 

dioxide at Mauna Loa Observatory (Hawaii) in successive months over a 60 year period, 

approximately. Seasonal and tendency component can be clearly seen. 

 

Year

[p
pm

]

1958 1970 1982 1994 2006
310

330

350

370

390

 

Figure 2.8 Monthly Carbon Dioxide Time Series (from 1958 until 2006) 
 
Some data are taken in different manners: discrete or continuous. A discrete time series is 

one in which observations are taken only at specific times, for example, when observations 

are made at fixed time intervals. Continuous time series are obtained when observations are 
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recorded continuously over some time interval, as in the Figure 2.8. The series studied in this 

investigation are continuous series in time, which will be called time series. 

Box et. al [6] mentioned that is necessary to distinguish between stochastic process and the 

time series. Thus, a time series Nzzz ,...,, 21 of N successive observations is regarded as a 

sample realization from an infinite population of such time series that could have been 

generated by the stochastic process. Stochastic process is a statistical phenomenon that 

evolves in the time according to probabilistic laws is called a stochastic process. The time 

series to be analyzed may then be thought of as one particular realization, produced by the 

underlying probability mechanism, of the system under study. In other words, in analyzing a 

time series we regard it as a realization of a stochastic process. Hence, a stochastic process—

or process—is a set of random variables }{ tX  ordered with respect to time t. And stochastic 

means random. 

 
Estimation and elimination of trend and seasonal components 
 
A time series typically has three major components: trend, periodicity and stochastic 

components.  A practical tool to observe the components of a particular time series is to 

create a plot. The plot allows the analysis of time series to describe the data and to help in 

formulating a sensitive model. The plot will show up important components of the time 

series such as trend, seasonality, and the stochastic component in addition to the presence of 

possible outliers and discontinuities. The data can be represented as a realization of the 

process (the classical decomposition model) 

tttt YsmX ++=        2.1 
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where tm  is a slowly changing function known as a trend component, ts  is a function with 

known period d referred to as a seasonal component, and tY  is a stochastic component that 

is stationary (which will be explained later). 

The objective of this study is to estimate and extract the deterministic component tm  and ts  

in the hope that the residual or noise component tY  will turn out to be a stationary time 

series. In this manner it is possible to use the theory of such processes to find a satisfactory 

probabilistic model for the process tY , to analyze its properties, and to use it in conjunction 

with tm  and ts . 

Another approach, developed extensively by Box and Jenkins [6], is to apply differencing 

operators repeatedly to the series { }tX  until the differenced observations resemble a 

realization of some stationary time series{ }tW . 

Definition: Classical Decomposition Model 

tttt YsmX ++= , ,,...,1 nt =    2.2 

Where 0)( =tYE , tdt ss =+ ,  and 0
1

=∑ =

d

j js . 

Elimination of the Trend Component 

One technique to eliminate the trend can be to fit a parametric relationship, the simplest 

type of trend is the familiar ‘linear trend + noise’, for which the observation at time t  is a 

random variable tm , given by 

tt ebtam ++=       2.3 
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where a , b are constant and te denotes a random error term with zero mean. The mean level 

at time t  is given by ( )btamE t +=)( ; this is sometimes called ‘the trend term’. Other writers 

prefer to describe the slope b as the trend, so that trend is the change in the mean level per 

unit time. Regression techniques are used to estimate the parameters a  and b  [10] and [8]. 

 It can be obtained by using the minimums squares to estimate the new trend 
∧

tm (this 

technique is used in this work). 

When there is not interest on trend parametric representation, the trend component can also 

be removed by using a difference operator. The use of difference operator is very practical 

and defined as the lag-1 difference operator ∇  by 

          tttt XBXXX )1(1 −=−=∇ − ,                           2.4 
 
where B is the backward shift operator, 

1−= tt XBX        2.5 
 

Powers of the operator B and∇ are defined in the obvious way, i.e., jtt
j XXB −=)( and 

))(()( 1
t

j
t

j XX −∇∇=∇ , 1≥j , with tt XX =∇ )(0 . Polynomials in B and∇ are manipulated 

in precisely the same way as polynomial functions of real variables. For example, 

 tttt XBBXBBXX )21()1)(1()(( 22 +−=−−=∇∇=∇  

 212 −− +−= ttt XXX  

 
The principal problem with this technique is the reduction of the time series. For example, in 

the last exercise is shown the technique for a second order polynomial, then to resolve the 
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equations is necessary that this series begins in the second time because there are 2 lags. 

Therefore, this series is reduced in two times and if series is of third order polynomial is 

reduced in three times, etc.  

This is the reason, the difference operator is not used in our investigation, because the length 

of the series is reduced. Hence, the fitting of a parametric relationship is better. 

 
Elimination of the Seasonal Component 

First, it is required to determine the period d , which can be found by using the 

autocorrelation function and periodogram (both methods are used and explained in Chapter 

4, section 4.13). There are three techniques to eliminate the seasonal component. The first 

technique is called block averaging. The simplest way to remove seasonality is to average 

the observations at the same point in each repetition of the cycle (for example, for monthly 

data with 12=d , average all the January values) and subtract that average from the values at 

those respective points in the cycle, it is usually called climatology. The second technique is 

to a fit a harmonic regression, which uses sine and cosine functions to model the seasonal 

component, 

⎟
⎠
⎞

⎜
⎝
⎛+⎟

⎠
⎞

⎜
⎝
⎛+=

d
tC

d
tBAst

..2sin..2cos ππ
     2.6 

 
where the A , B  and C  are unknown parameters which will be estimated by using multiple 

regression techniques and d is the period. 

The third technique is the seasonal differencing that eliminates the period of one times series 

in the same way that ordinary differencing will remove a polynomial trend. 
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t
d

dtttd XBXXX )1( −=−=∇ −       2.7 
 
For example if 12=d , 

tttt XBXXX )1( 12
1212 −=−=∇ −  

 
Out of the three methods explained in this section, the harmonic regression is selected 

because it is a parametric method, because it does not decrease the length of the series and 

with the harmonic function can fit a periodic function regardless of the size of the period. 

 
Stationary models, sample autocorrelation function and partial autocorrelation 
function 
 
Once all the apparent deterministic components have been removed, we want to model the 

resulting residuals }{ tY  as an ARMA model (the ARMA model will be defined in the 

following paragraphs). If there’s no evidence of dependence among the residuals, they can be 

treated as independent and identically distributed (IID), which is the simplest model for time 

series, where there is no trend or seasonal component. But, we need to understand and to 

determine when a process is stationary or not.  

 
Stationary Models 

A time series ,...}1,0,{ ±=tX t  is said to be stationary if it has statistical properties similar to 

those of the ‘time-shifted’ series ,...}1,0,{ ±=+ tX ht , for each integer h . 

 
Definition:  
Let }{ tX be a time series with ∞<)( 2

tXE . The mean function of }{ tX is defined as flows: 

)()( tx XEt =μ  
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The covariance function of }{ tX is given by the expression: 

))]())(([(),(),( sXrXEXXCovsr xsxrsrx μμγ −−==  
 

for all integers r and s. 

Definition:  
}{ tX is (weakly) stationary if 

i. )(txμ is independent of t . 

ii. ),( thtx +γ  is independent of t  for each h . 

Definition:  
Let }{ tX be a stationary time series. The autocovariance function (ACVF) of }{ tX at lag 

h is written as follows: 

   ),(),()( thtXXCovh xthtx +== + γγ . 
 
The autocorrelation function (ACF) of }{ tX at lag h is 

   ),(
)0(
)(

)( tht
x

x
x XXCor

h
h +=≡

γ
γ

ρ . 

 
Same examples to stationary process are: 

i. First order moving average or MA (1) process 
Consider the series defined by the equation 

  ,...,1 ,0       , 1 ±=+= − tZZX ttt θ     2.8 
 
where ),0(~}{ 2σWNZt and θ  is a real value constant. So, from (2.8) we see 

that  ,0)( =tXE  ∞<+= )1()( 222 θσtXE , and 
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With this result, }{ tX  is stationary, because satisfied the definition. The 

autocorrelation function of }{ tX is 
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If the MA process is of order q, the expression will be MA (q) and it is represented by 

following equation 

 qtqttt ZZZX −− +++=  ... 11 θθ , 

where ),0(~}{ 2σWNZt and qθθ ,...,1 are constants. 

ii. First order autoregression or AR (1) process 
Let us assume now that }{ tX is a stationary series satisfying the equations 

  ,...,1 ,0       , 1 ±=+= − tZXX ttt φ     2.9 
  

where ),0(~}{ 2σWNZt , 1<φ , and tZ is uncorrelated with sX for each ts < . By 

taking expectations on each side of (2.9) and using the fact that 0)( =tZE , we see at 

once that 

  0)( =tXE  
 
It follows from the linearity of the covariance function in each of its arguments and 

the fact that tZ  is uncorrelated with 1−tX  that 
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and hence that )1( /)0( 22 φσγ −=x . 

And )(hxγ is defined by 
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2
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Observing that )()( hh −= γγ and using definition of the autocorrelation function, one 

finds that  
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If the AR process is of order p, the expression will be AR (p) and it is represented by 

following equation 

 ,...,1 ,0       , ...11 ±=+++= −− tZXXX tptptt φφ  

where ),0(~}{ 2σWNZt and qφφ ,...,1 are constants. 

iii. Autoregressive moving average or ARMA (p, q) process 
ARMA (p, q) is formed with the combination of AR (p) and MA (q), its equation is 

given by  

qtqttptptt ZZZXXX −−−− +++=−−− θθφφ ... ... 1111 , 

where ),0(~}{ 2σWNZt and the polynomials )...1( 1
p

q zz φφ −−− and 

)...1( 1
q

q zz θθ +++ have no common factors. 
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Sample autocorrelation function 

To assess the degree of dependence and to select a model for the data (See the Figure 2.9a), 

one of the important tools we use is the sample autocorrelation function (sample ACF) of 

the data. If we believe that data are real values of a stationary time series }{ tX , then the 

sample ACF will provide the information of }{ tX . For example, a sample ACF that is close 

to zero for all nonzero lags suggests that an appropriate model for the data might be a 

stationary process, Figure 2.9b. 
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Figure 2.9 (a) shows the Sample Autocorrelation Function (SAF), this SAF shows that 
the series has a period of 12 and (b) Shows the SAF of stationary process, after 
eliminating the seasonal and trend component, and fitting a model ARMA. The data 
used in the figures is the monthly series of minimum air temperature in Puerto Rico 
from 1948 until 2005. 
 
Definition:  
Let nxx ,...,1 be observations of a time series. The sample mean of nxx ,...,1 is 

∑
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The sample autocovariance function is 

∑
−

=
+

− −−=
||

1
||

1 ))((:)(
hn

t
tht xxxxnhγ) ,            nhn <<−  

The sample autocorrelation function is 

   
)0(
)()(

γ
γρ hh =) ,      nhn <<−  

 
With sample ACF the sample autocorrelation coefficients )(hxρ are plotted against the lags 

M 1,..., ,0=h , where M is usually smaller that N. For example if N=200, then the analysis 

may look at the first 20 or 30 coefficients (see the Figure 2.9). This tools is able to show 

whether the series is stationary or not, and the number of the period. 

 
Partial autocorrelation function 

In one time series can be present a correlation between Xt and Xt-h, where h is a specific lag, 

but it is possible to remove the intervening correlations by defining a partial autocorrelation 

function (PACF). 

The partial autocorrelation coefficients are defined as the last coefficient of a partial 

autoregression equation of order h. 

If {Xt} is an ARMA (AutoRegressive Moving Average) process, the function )(⋅α  is defined 

by the equations 

  1)0( =α  

and 
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  ,1h     ,)( ≥= hhh φα  

where hhφ is the last component of 

    ,1
hhh γφ −Γ=                   2.10 

 
'

1, )]( ..., ),2( ),1([ and ,)]([ hji h
h

jih γγγγγ =−=Γ = . 

For any set of observations } ..., ,{ 1 nxx with ji xx ≠ for some i and j, the sample PACF 

)(ˆ hα is given by 

  1)0(ˆ =α  

and  

  1,h         ,ˆ)(ˆ ≥= hhh φα  

 
where hhφ̂ is the last component of 

  ,ˆ 1
hhh γφ −Γ=                   2.11 

 
Partial autocorrelations are useful in identifying the order of an autoregressive model. If the 

sample autocorrelation plot indicates that an AR model may be appropriate, then the sample 

partial autocorrelation plot is examined to help identify the order (see Figure 2.10). We look 

for the point on the plot where the partial autocorrelations essentially become zero. Placing a 

95% confidence interval for statistical significance is helpful for this purpose. 

 
Autoregressive Moving Average process or ARMA process 
AutoRegressive Moving Average (ARMA) processes are an important class of time series to 

be generated by a linear aggregation of random shocks. They provide a flexible parametric 
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structure to approximate the behavior of stationary processes, and lead to a prediction theory 

that is relatively simple and elegant. 

 
The autoregressive process or AR Process 

One of the most intuitive ways to model the behavior of a time series is to regress tX on its 

past p values, say. The resulting model is called an AutoRegression of order p, or AR (p): 

  )WN(0,~}{        ,... 2
11 σφφ ttptptt ZZXXX +++= −−  2.12 

 
This is similar to linear regression, except that we are regressing the series on past values 

ptt XX −−  ..., ,1 of itself.  

Defining the AR polynomial of AR (p) process 

p
1 z-...-z1)z( pφφφ −=                                                     2.13 

 
where z are the roots of the polynomial in the equation (2.13). Moreover, equation (2.12) can 

be represented with the backward shift operator B 

    tt ZX =)B(φ  

To ensure that a process }{ tX satisfy the AR (p) equations is stationary and depends only on 

the past (is causal), all the roots of )(zφ , equation (2.13), must be greater than 1 in magnitude 

( 0)( =zφ must lie outside the unit circle). 

 
The moving average process or MA Process 

Analogously to the AR, the Moving Average of order q, MA (q), regresses tX on lagged 

values of the WN process, }{ tZ  
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  )WN(0,~}{        ,... 2
111 σθθ tqqttt ZZZZX −− +++=  2.14 

 
Similar to the AR (p) process, the definition of MA polynomial is 

q
1 z-...-z1)z( qθθθ −=                                                     2.15 

 
 It can be easily shown that MA (q) processes are always stationary, given that the 

parameters of any finite MA (q) processes always verify the conditions of 0)( =tXE  

and ∞<)( 2
tXE . For parameter identifiability reasons, and in analogy with the concept of 

causality for AR processes, we require that all roots of )(zφ be greater than 1 in magnitude. 

The resulting process is said to be invertible. 

 
The autoregressive moving average process or ARMA Process 

We can put an AR (p) and an MA (q) process together to form the more general ARMA (p,q) 

process 

                     ,... ... 11111 −−−− +++=−−− qqttptptt ZZZXXX θθφφ  

where )WN(0,~}{ 2σtZ . And using the compact AR & MA polynomial notation, we can 

write the ARMA (p, q) as 

tt ZBX )()B( θφ = , 

which can also be written as 
 

        tp
p

q
q

t Z
BBB

BBB
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φφφ
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++++

=
...
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2

21

2
21                  2.16 

 

so, )(zφ  and )(zθ  have no common factors. 
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In ARMA (p, q) it is necessary that the series must be causal and invertible. It is required as 

before, that all roots of )(zφ  and )(zθ  must be greater than 1 in magnitude. In addition, AR 

and MA process are special cases: an AR (p) = ARMA (p, 0), and an MA (q) = ARMA (0, 

q).  

Figure 2.10 shows several process of ARMA model, making it easy to identify different 

models with the help of ACF and PACF graphic. As mentioned above and before, an 

Autoregressive model is easy to identify when it is plotted in a PACF graphic, for example 

Figure 2.10a is an ARMA (1, 0), because the first lag is the larger than the 95% confidence 

limits, shown as parallel horizontal lines. The Moving Average model is easy to classify 

when it is plotted in a ACF graphic, for example Figure 2.10b is ARMA (0, 1), because the 

first lag is the larger than the 95% confidence level. The Figure 2.10c correspond an ARMA 

(1, 2) model; to identify this model it is required a significant experience in recognizing the 

patterns of the ACF and PACF functions. 

 
2.2.2 The Exponential Weighted Moving Average (EWMA) control chart 
Exponentially Weighted Moving Average (EWMA) is a statistical tool that can be used to 

detect small changes in the mean of a given process. The EWMA test was adopted because it 

is an efficient test to detect a small shift in the mean (0.5 to 2 times the standard deviations) 

and also because it is robust test in the senses that it is not affected by moderate deviations 

from the Gaussian process and because it is not affected by weakly auto-correlated time 

series [55]. Cumulative sum (CUSUM) test can also be used to detect climate change. Since 
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the implementation EWMA is easier than the CUSUM and detection results are about the 

same, the EWMA test is recommended.  An excellent discussion of the implementation of 

these tests can be found in Montgomery [47]. 
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Figure 2.10 Simulation of (a) AutoRegressive model with p=1, ARMA (1, 0), (b) Moving 
Average model with q=1, ARMA (0, 1), and (c) AutoRegressive Moving Average model 
with p=1 and q=2, ARMA (1, 2). 
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EWMA control chart for monitoring the process mean 
The EWMA control chart was proposed in 1959 by Roberts [60]. The Exponentially 

Weighted Moving Average is defined as follows [47]: 

        1)1( −−+= iii zxz λλ                                                 2.17 
 
where xi is the actual observations at time i, zi is the weighted average of the process, and 

lambda is constant in range of 10 ≤< λ . It is recommended to initialize equation 2.17 with 

00 μ=z  

Ussually, the average of preliminary data is used as the starting value of the EWMA, that 

is xz =0 . 

It should be noted that iz is a weighted average of all previous sample means, we may 

substitute for 1−iz on the right hand side of the equation (2.16) to obtain 

2
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Continuing to substitute recursively for  t..., 3, 2,j ,1 =−iz , we obtain 
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=
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The weights j)1( λλ − decrease geometrically with the age of the sample mean. Furthermore, 

the weights sum to unity, since 
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If the observations ix  are independent random variables with variance 2σ , then the variance 

of iz is 

        ])1(1[
2

222 i
z i

λ
λ

λσσ −−⎟
⎠
⎞

⎜
⎝
⎛

−
=                                       2.19 

 
Therefore, the EWMA control chart would be constructed by plotting iz versus the sample 

number i (or time). The center line and control limits for the EWMA control charts are 

expressed in the chapter 5. 

          

EWMA control chart with autocorrelated process data 
Standard control charts require that observations come from an independent process and 

follows a normally distribution with mean µ and standard deviation σ. A point that falls 

outside of the control limits indicates the presence of an abnormal behavior. If the underlying 

process is a climate indicator, then a point the falls outside of the control limits may indicated 

a possible climate change. The EWMA control chart usually detects changes in the mean of 

the process and the magnitude of the change is usually given in terms of the variability of the 

process.  

The most important assumptions made concerning the control charts is about the 

independence of the observations. For conventional control charts it does not work well if the 

quality characteristic exhibits even low levels of autocorrelation. Specifically, these control 

charts will give misleading results in form of too many false alarms if the data are 

autocorrelated. Therefore, the control chart will indicate a process has shifted when in reality 

the process has NOT been shifted (a false alarm).  
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Unfortunately, the assumption of uncorrelated or independent observations is not even 

approximately satisfied in several processed data. For example the series studied in the 

concurrent thesis as: temperature, sunspot, carbon dioxide, sea level and cloud cover where 

consecutive measurements on process characteristics were often highly autocorrelated. 

Therefore, these time series should not be analyzed by using the conventional technique of 

control chart.  Thus, the suggested approach to analyze autocorrelated data is described in 

chapter 5. 
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3 NUMERICAL PHYSICAL MODEL 
 
At the present chapter is developed the basic concepts of an atmospheric model, the different 

scales to which any simulation could be fitted. This depends on the physical phenomenon 

that is desired to study. The analysis will be made in the Caribbean region and then a 

mesoscale model must be selected as RAMS. 

This chapter is in relation with the statistical analysis, because depending of the statistical 

result that shown the studied variables, RAMS is simulated in the same date where the 

changes is detected. Then, it will be explained if there are any relation between the statistical 

result and the atmospheric variables in the selected region. In addition, the configuration and 

basic concept of RAMS are presented to simulate the selected date.  

 
3.1 Atmospheric Models and Modeling Local‐Scale 
Meteorology 
 
3.1.1 Atmospheric Models 
A scientific model is an approximate representation or simulation of real system. A system 

could be the atmospheric components that interact between them and that are described by 

fundamental physics principles. The models can provide important insights about how the 

variables interact among them, or they may allow to understand and to predict the behavior 

of complex phenomena. Depending on their particular function, scientific models are 

classified as conceptual, graphical, physical, or numerical. 
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A conceptual model is an abstract idea that represents some fundamental law or relationship. 

While, a graphical model compiles and displays data in format that readily conveys meaning. 

The physical model is a miniaturized representation of some system.  

Currently atmospheric scientists usually depend on numerical models rather than physical 

models for investigating the atmosphere, weather and climate. A numerical model consists of 

one or more mathematical equations that describe the relationship among variables of a 

system. Numerical models are usually programmed in a computer that can process and 

storing enormous quantities of data and perform calculations with high speed. 

 

3.1.2 Modeling Local-Scale Meteorology 
The atmosphere is considered as continuous fluid flow and it is studied using fluid mechanics 

law for external flow, thermodynamic properties, transport phenomena among others. In 

order to analyze specific phenomena, the atmospheric circulation is divided in different 

spatial and temporal scale, Moran [48]. The large-scale wind belts encircling the planet 

(polar easterlies, midlatitude westerlies, and trade winds) are global or planetary-scale 

systems. Synoptic-scale systems comprise continental or oceanic events, cyclones migrating, 

hurricanes and air mass advection. Mesoscale systems consist of thunderstorm, sea and lake 

breezes, and small circulation systems able to influence the weather in only a portion of a 

large city or county. A weather system covering a very small area (e.g. a weak tornado) 

corresponds to the smallest spatial subdivision of atmospheric motion, microscale systems 

[51] (see TABLE 3.1). 
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TABLE 3.1 Scales of Atmospheric Circulation. 
Circulation Space Scale Time Scale 

Planetary scale 10,000 to 40,000 Km Weeks to months 
Synoptic scale 100 to 10,000 Km Days to week 
Mesoscale 1 to 100 Km Hours to day 
Microscale  1 m to 1 Km Seconds to hour 

 

Patterns in the planetary-scale circulation may persist for weeks or even months. Synoptic-

scale systems typically have a life from several days to weeks. Mesoscale systems usually 

complete their life cycles in hours and in same case in a day, whereas microscale systems 

might persist for minutes or less. Vertical wind speeds may be comparable in magnitude to 

horizontal wind speeds and Coriolis effect is neglected in mesoscale and microscale events. 

Synoptic and planetary scales have as characteristic that horizontal winds are considerably 

stronger than vertical motions and the Coriolis effect play a important role. 

Small scale weather system depends of larger scale atmospheric motion. For instance, 

extreme nocturnal radiational cooling requires a synoptic weather pattern that favors clear 

skies and light or calm winds. At microscale, theses weather conditions may be accompanied 

by formation of frost or radiation fog in a river valley. 

 

3.2 Mesoscale atmospheric model 
3.2.1 RAMS History 
The Regional Atmospheric Model System (RAMS) is a mesoscale model highly versatile 

developed for simulating and forecasting regional phenomena. The numerical model uses the 

full set of the primitive non-hydrostatic compressible fluid dynamic equations along with the 
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thermodynamic and continuity equation of the water vapor, liquid and ice hydrometeor 

mixing ratios [1], [13]. 

RAMS was developed at Colorado State University (CSU) and by scientists of the *ASTeR 

division of Mission Research Corporation. Currently RAMS is being developed by the 

Atmospheric, Meteorological, and Environmental Technology (ATMET). Colorado State 

University and Mission Research Corporation (MRC) developed the Regional Atmospheric 

Model System in the 1980s. 

3.2.2 General Model Structure of the Computational Process 
The RAMS procedure for pre-processing and post processing is showed in Figure 3.1.The 

input is divided in two major components. The first component is the transient data (1a, 1b, 

1c) and the second component to the non-transient data (2a, 2b, 2c and 2d). The spatial data 

introduced in the model are vegetation type (LAND, 2a), sea surface temperature (SST, 2b), 

terrain height (TOPO, 2c) and miscellaneous (MISC, 2d). Miscellaneous comprises the soil 

type, soil surface roughness length, soil temperature, vegetation temperature and vegetation 

moisture (input for Land Ecosystem Atmosphere Feedback version2 (LEAF2) submodel). 

Although the sea surface temperature is transient data, observational data has revealed slowly 

changes and for three consecutive days it remains almost constant. On the other hand, the 

transient data at 2.5 degree of resolution corresponds to the pressure level: air temperature, 

zonal and meridional wind, geopotential height and relative humidity, provided by National 

Center of Environmental Prediction (NCEP, 1c).  
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Figure 3.1 General Model Structure Flow Diagram of the Computational Process. 
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This data can be combined with other transient observational data such as COOP surface 

weather stations (SWS, 1a) and radiosondes data (RSD, 1b). The pre-processing input data 

can be divided in three basics steps. The first step consists in read GRIB file containing the 

NCEP reanalysis data and turn on in RALPH2 format. This pre-processing is performed by 

the code called DATa PREP (3). The second step allows us to process the surface data and 

located in the mesh grid made during the ISAN (5) process. The thermo-mechanical 

properties and conditions of the soil are very important to initialize the model. This non-

transient input is pre-processed in the Surface Characteristics step. The third, and last step, 

identified as ISAN (5) performs the four-dimensional mesh grid, place it over a specific area 

of the earth and process all atmospheric and surface data, locating them over each grid point. 

The resultant gridded fields are used by the model as initial fields and boundary conditions. 

In addition, the time-dependent fields could be used for the Newton relaxation scheme (4D 

Data Assimilation, 9a). The Computational Parallel Processing (MPI, 10) was designed for 

distributed memory computer architectures and it uses the method of domain decomposition. 

The final output is a set of “analysis and history files” that contains all results of the 

prognostic numerical solutions. The post-processing routine is the RAMS Evaluation and 

Visualization Utility (REVU), which generates several gridded fields in GRADS, VI5D, 

among others. In addition, REVU can display atmospheric fields using NCAR GRAPHICS 

tools [71], [74]. 
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3.2.3 Physical and Numerical Options 
RAMS, is a numerical tool that solves the coupled quasi-Boussinesq nonhydrostatic 

equations set. The regional model is able to have a better representation of the topography 

and microphysics, which are very important in the sub-grid scale phenomena. RAMS has a 

nesting grid scheme which solves simultaneously the prognostic equations. RAMS needs to 

specify the grid size and geographic locations of the nested grids to be able to solve these 

equations; in addition the cloud microphysics, radiation, among other physical features are 

solved by means of parameterizations. RAMS usually uses the six-hour NCEP reanalysis 

data as an initial and variable lateral boundary conditions (4DDA). The boundary conditions 

(BC) along with the kind of turbulent mixing parameterization to solve the closure problem 

of the turbulence need to be specified.  

High vertical resolution near the ground is necessary to study mesoscale phenomena into the 

boundary layer and to consider the strong influence of the topography and convective 

development. The horizontal and vertical mesh has a nested grid where the coarse resolution 

corresponds to the parent grid (PG), while the nested grid (NG) to the finer resolution. 

The nudging technique is a type of four-dimensional data assimilation (4DDA) scheme, and 

through this process the model solutions are nudged toward the observed conditions. In 

addition, the non-homogeneous initialization options use the nudging condition for the top 

model as absorbing layer. On the other hand, RAMS computes surface layer fluxes of heat, 

momentum, and water vapor from the land to the atmosphere (surface layer 

parameterization). The grid cells of RAMS have three different surfaces, water, bare soil, and 

vegetated surface.  



 
 
 

 
 

 50 

For the water surfaces, in the surface layer parameterization the temperature is held constant 

over time, but spatially variable, while the moisture values are defined as the saturation 

mixing ratio at the surface pressure and water temperature. For bare soil, RAMS uses the 

multi-layer soil model, which considers a finite depth soil/atmosphere interface layer. The 

soil surface temperature and the mixing ratio on the ground surface are calculated using 

prognostic equations in LEAF2 sub-model. The vegetation surface and the effective moisture 

vegetation are computed in RAMS through the big-leaf approach, where prognostic 

equations are solved [1]. 
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4 DATA ACQUISITION  
 
 
Five data sets were studied in this research.  Two data sets are associated with possible 

causes of climate change, which are called attribution variables and three climate indicators. 

The attribution variables are the solar radiation and CO2 emissions.  The data climate 

indicators are surface temperature, sea level and cloud cover.  

 

4.1 Attribution variables 
Attribution is the identification of causes that are responsible of generating climate changes 

over the Earth. Meehl et al. [42], used global climate model to reconstruct the historical 

temperature record. In this model, he incorporated the effects of five predetermined forcing 

factors: greenhouse gases, man-made sulfate emissions, solar variability, ozone changes 

(both stratospheric and tropospheric), and volcanic emissions (including natural sulfates). He 

concluded that the signature of globally averaged temperature during time in the twentieth 

century is a direct consequence of the sum of the forcings factors. 

The predetermined forcing factors are important if we would like to understand the 

phenomena occurring in a recent climate change event. 

 One of the typical limitations is the lack of historical data records. This study is based on 

observed sunspots and carbon dioxide (as one of the fundamental components of greenhouse 

gases). 



 
 
 

 
 

 52 

Annual Solar Cycle Variation

Year

Variables
Irradiance
Sunspot

1970 1980 1990 2000 2010
1365

1365.4

1365.8

1366.2

1366.6

1367

1367.4

0

40

80

120

160

 

Correlation between variables

y = 0.0081x + 1365.6
Corr = 77%

1365
1365.5

1366
1366.5

1367
1367.5

0 50 100 150 200

Sunspot

Irr
ad

ia
nc

e

Data
Linear (Data)

 

Sunspot Time Series

Year
1880 1900 1920 1940 1960 1980 2000 2020

0

50

100

150

200

250

300

 

Figure 4.1 Solar behavior, (a) Annual Irradiance and Sunspot Time Series from 1979 – 
2005, (b) Correlation between Annual Irradiance and Sunspot Time Series, and (c) 
Monthly Sunspot Time Series (1880 - 2005).  
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4.1.1 Sunspots  
The Earth is continuously receiving the radiation from the sun and, consequently any 

changes, even small ones, can have widespread effects on climate change such as the Earth 

surface temperature [36].  Sun emits approximately 1365 W/m2
*year which delivers, a 

globally averaged, 341 W/m2 to Earth. Satellite data has been used to prove that solar 

radiation can be measured by studying the behavior of sunspots. Figure 4.1.a shows the 

observed sunspot and solar irradiance during the period 1979-2005, while Figure 4.1.b shows 

that there is 77% correlation between irradiance solar and sunspot. Then the solar activity can 

be studied by analyzing the behavior of sunspots. 

Sunspots are dark holes in the sun creating larger increment of sun brightness in the 

surrounding areas, and the overall effect is the more sunspots the more solar radiation. The 

time series of sunspots was obtained from the Royal Observatory of Belgium (http://sidc. 

oma.be/sunspot-data/). The selected period dates from Jan 1880 until Aug 2006 (see Figure 

4.1.c). This period was selected because the available global air surface time series contained 

exactly this period. Using the periodogram, to monthly data, a period of approximately 138 

months which is equal 11.5 years was found. This time series shows 12 periods along the 

total time series. 

 
4.1.2 Carbon Dioxide 
The carbon dioxide time series was obtained from Mauna Loa station Hawaii.  This data set 

includes the period from Jan 1958 – Aug 2006. Figure 2.8 shows the behavior of the CO2. 

This data constitute the longest continuous record of CO2 concentrations available in the 

world. This climate indicator is considered as one of the most favorable locations for 
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measuring undisturbed air because the local influences of vegetation and human activities are 

minimal over CO2 concentrations.  It should be noted that the volcanic events are excluded 

from the records [35].  The CO2 time series was obtained from the following web site: 

http://cdiac.ornl.gov/ftp/trends /co2/maunaloa.co2. 

 

4.2 Climate indicators  
In the recent report IPCC 2007 [32], it was reported that eleven of the last twelve years (1995 

-2006) were the 12 warmest years in the instrumental record of global surface temperature 

(since 1850). The cryosphere – Earth’s frozen water on land, in the soil and on top of the 

ocean – is also changing rapidly in response to a warming planet [20], thus, at most, of the 

order of 5–10% of the planetary energy imbalance went into melting of ice. The calculated 

sea level rise is mainly due to thermal expansion of ocean water, and secondarily to melting 

alpine glaciers [24]. The thermal expansion is a reaction of the warming of the ocean; the 

upper layers of the ocean are storing enormous amounts of additional heat from the 

atmosphere and this is a consequence of the reaction of the variability of Earth’s heat balance 

[39]. 

Solar forcing is spatially heterogeneous (i.e., acting most strongly in areas where sunlight 

reaches the surface) while GHG forcing is more spatially uniform. Thus over relatively 

cloud-free oceanic regions, the enhanced solar forcing produces greater evaporation [42]. 

Therefore, the cloud cover is an important factor relation in the world climate.  

 

http://cdiac.ornl.gov/ftp/trends /co2/maunaloa.co2
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4.2.1 Global Surface Temperature 
The global surface temperatures were provided by the Goddard Institute for Space Studies 

(GISS) [25]. The anomalies of global surface temperature data were acquired from the web 

site http://data.giss.nasa.gov/gistemp/. Figure 4.2.a shows the anomalies of the global land 

surface temperature. Figure 4.2.b shows the anomalies of land and ocean surface 

temperature, and Figure 4.2.c shows the land surface temperature over the North 

Hemisphere. These data sets include the period from Jan 1880 to Aug 2006. 

The surface data set was developed based on the Global Historical Climatology Network 

(GHCN), and the development and analysis of this data set was described by Hansen et. al 

[25]. 

 
4.2.2 Caribbean Air Temperature 
Air temperatures for the major Caribbean islands (Cuba (CU), Jamaica (JA), Puerto Rico 

(PR), and La Espanola, which includes Dominican Republic (DR) and Haiti (HA)) were 

obtained from GHCN 2, available at http://www.ncdc.noaa.gov/oa/climate/ghcn-

monthly/index.php. PR is the Caribbean island with a large amount of meteorological 

stations, and has 14 stations that belong to GHCN, and 39 additional stations that are 

administered by the National Weather Services (COOP stations, 

http://www.dnr.state.sc.us/pls/cirrus/cirrus.login) and makes a total of 53 stations. APPENDIX 

B shows the location of the Caribbean stations. TABLE 4.1 depicts all the available stations 

used in this work. The monthly air temperature includes the period from 1948 to 2006.  

 

http://data.giss.nasa.gov/gistemp/
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Figure 4.2 Anomalies of the surface temperature, (a) global land surface temperature, 
(b) global land and ocean surface temperature, and (c) north hemispheric land surface 
temperature.  
 

 
TABLE 4.1 The number of stations in the Caribbean area. 

Country Cuba Dominican 
Republic Haiti Jamaica Puerto 

Rico 
Number of stations 14 28 1 5 53 
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Figure 4.3 Monthly air temperature (AT) of Puerto Rico from Jan 1948 until Dec 2005, 
(a) The mean AT was obtained from 53 stations data, (b) The maximum AT was 
calculated from  42 stations, and  (c) The minimum AT was computed from 42 stations. 
This data was extracted from COOP and GHCN 2 stations. 
 

Figure 4.3 shows the monthly average, maximum and minimum monthly air temperature 

corresponding to PR. Figure 4.4 shows the mean air temperatures of CU based on 14 stations, 

and maximum and minimum air temperature for Guantanamo station - CU.  Figure 4.5 

illustrates the air temperature corresponding to DR, HA, and JA.  

The surface air temperature of the NCEP/NCAR reanalysis data were used as a proxy 

variable to estimate some of the missing values that were encountered in the mean, maximum 

or minimum air surface temperature from the stations. The nearest grid points to each island 

were used to derive a regression equation between the observed air temperature by the 

Puerto Rico Mean Air Surface Temperature

Year

ºF

1948 1968 1988 2008
71

73

75

77

79

81

83

Puerto Rico Maximum Air Surf. Temp.

Year

ºF

1948 1960 1972 1984 1996 2008
80

82

84

86

88

90

(a) 

(b) 

Puerto Rico Mim. Air Surf. Temp.

Year

ºF

1948 1960 1972 1984 1996 2008
61

63

65

67

69

71

73
(c) 



 
 
 

 
 

 58 

stations and the NCEP temperature (minimum at 6 GMT (Greenwich-Mean-Time), 

maximum at 18 GMT and mean as the average of 0, 6, 12 and 18 GMT). The regression 

equations exhibit a correlation of 0.92 on average (See Appendix C). 
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Figure 4.4 The average AT for Cuba from Jan 1948 until Dec 2005, (a) The mean AT 
was computed from 14 stations, (b) the maximum AT for Guantanamo station, and (c) 
the minimum AT for Guantanamo station. Figures (b) and (c) are based on one station 
data.  Data included in (a), (b) and (c) were was extracted from GHCN 2. 
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Figure 4.5 The average AT from Jan 1948 until Dec 2005, (a) The average AT for 
Dominican Republic was computed with 28 stations, (b) The average AT for Haiti was 
based on a single station, and (c) the average AT was computed from 5 stations. These 
data were extracted from GHCN 2. 
 

4.2.3 Global and Caribbean Cloud Cover   
The cloud cover monthly time series was obtained from the International Satellite Cloud 

Climatology Project (ISCCP).  The D2 product provides the properties of the clouds 

observed at every three hours and presented in monthly time series during the period from 

July 1983 to June 2005.  Some of the included variables in this data set are: cloud cover, top-

cloud temperature, top-cloud pressure, optical thickness, and water path [62], [56]. The 
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clouds are classified based on optical thickness and top pressure. The cloud products were 

generated from sensors located on 7 satellites.  More information can be found in the 

following web site: http://iridl.ldeo.columbia.edu/SOURCES/.NASA/.ISCCP/.D2/. Quispe 

[54] developed a user friendly computer program to read and manage the cloud data files. 

 
 
Figure 4.6 ISCCP Cloud Classification. 
 

The global cloud cover file includes 6,596 grids and the cloud cover was obtained for each 

type of cloud according to its elevation: low, middle, and high (see Figure 4.6).  The 

Caribbean area includes the following geographical location: latitude from 17N to 24N and 
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longitude from 87W to 64W.  Figure 4.7 shows the average Global and Caribbean cloud 

cover, from July 1983 until June 2005. 
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Figure 4.7 The average cloud amount from July 1983 until June 2005, (a) Global and 
(b) Caribbean. These data were extracted from ISCCP D2. 
 
 
 
4.2.4 Global and Caribbean Sea Level 
The sea level data set were obtained from two satellites Topex and Jason. Leuliette et al [37] 

show the calibration, procedure, technique and validation of this data. This data set is used as 

reference to several works about the sea level [12], [38], [45] and indirect relations with the 

ocean [41]. The global data includes monthly observations from 1992 to 2005 and the 

Caribbean data covers only from 1992 to 2002. The data can be obtained from the following 

web site: http://sealevel.colorado.edu/results.Php. Figure 4.8 shows the global and Caribbean 

sea level measured in mm. 
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Figure 4.8 The average of sea level, (a) Global from Dec 1992 until Aug 2005. (b) 
Caribbean from Dec/1992 until Aug/2002. This data set was obtained from 
Topex/Jason. 
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5 METHODOLOGY  
 
 
The present chapter describes the methodology used in this investigation which contains two 

sections. The first section describes the procedure of the statistical tools used in the technique 

of detection of climate changes. In addition simulation details are presented. The second 

section focuses on demonstrating the methodology used to analyze the impact of the climate 

change in the local area. The election of the year without effects of the El Niño or La Niña 

event is explained. Moreover, mesoscale model called RAMS is used to analyze the impact 

of the climate change in the local area. RAMS configuration is also described in this section 

too. 

 
5.1 Methodology of Climate Change Detection  
5.1.1 Climate change detection test 
A climate indicator is a time series which exhibits three major components: trend, period, and 

stochastic component.  A climate change is defined as any change that can occur either on 

the trend, the period or the stochastic component of the underlying climate indicator.  This 

thesis deals only with climate changes that are exhibited on the stochastic component. The 

proposed detection algorithm consists of removing trend, periodicity, and the autocorrelation 

structure of a climate indicator and determines whether or not the mean of the process 

changes over time (see Figure 5.1). The algorithm consists of determining when the process 

changes from being a stationary to nonstationary stage and includes five major steps [56].   
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Step 1: Sequence of a climate indicator 

It is assumed that climate properties of a given part of the world are expressed by a sequence 

of climate indicators. A climate indicator can be expressed as a time series of air temperature, 

sea level, pressure, etc. It is required that the selected time series has no missing values and it 

has at equal time intervals. It is desirable that the time series will be large enough to identify 

the autocorrelation structure and leave a significant part of the series in the testing side.  The 

minimum length of the time sequence must be at least 50 observations. 

Step 2: Compute anomalies 

Each time series is processed by deleting the tendency and seasonal component. The 

procedure employed to remove the tendency component is computed using the Eq. (2.3) and 

to eliminate the seasonal component with the Eq. (2.6), where regression techniques are used 

to determine if each coefficient a, b, …, A, B, C,…is significant or not, to the respective 

equation. Coefficients are estimated using conventional statistical software, for instance: Stat 

Graphics, mintab, SAS, etc.  

Step 3: Identifying the Auto-Regressive Moving Average (ARMA) model 

Most of the climate indicators and meteorological variables are a sequence of autocorrelated 

time series.  For instance, the anomalies of air temperature, sea level pressure, sun radiation, 

CO2, and cloud cover are autocorrelated processes and can be represented by an ARMA 

model. The time series will be tested first to determine whether or not it is an autocorrelated 

or a white noise process.  If the underlying process is a white noise the ARMA model is not 

required.  On the other hand, if the series is autocorrelated, it will be used to identify an 
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ARMA model.  It should be noted that the series must be a stationary process.  Stationary in 

the sense that the mean and the autocorrelation function will not change over time.  This 

assumption is satisfied because the climate with internal natural variability will exhibit a 

process with constant mean and autocorrelation function independent of time.  The main 

purpose of identifying an ARMA model is to remove the autocorrelation structure.  The 

identification of an ARMA model can be easily accomplished by using the methodology 

described in Chapter 2. 

 

 

Figure 5.1 Flowchart showing the statistical methodology employed. 
 
Several statistical softwares are available to perform an automatic identification of the 

ARMA model: for instance:  Statgraphics, ITMS2000 and Econometric. Another alternative 

is to use Matlab 7.0 which includes the system identification toolbox that provides an 
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excellent tool to identify the ARMA model.  A typical representation of an ARMA model is 

shown in the Eq.  (2.16). 

Step 4: Computing the ARMA fingerprint 

The time series will be divided into two parts.  The first part will be called the baseline and 

the second part will be called the testing part.  The baseline will be used as a reference point 

to measure the change with respect to the baseline. The baseline will be located on the left 

and the testing part on the right hand side of the series.  Typically, the baseline may be 

located at the beginning of the series; however, it could be placed in almost any part of the 

series as long as enough testing observations are available.  The testing part will be at least 

20 observations and will be used to measure whether or not there exists a significant change 

with respect to the baseline. 

It should be noted that the change detection test may be relative and may depend on the 

selected baseline.  The baseline and the testing sequence can be expressed as follows: 

Baseline sequence:  tX   for mt ,,2,1 L=  

Testing sequence: tX   for  nmmt ,,2,1 L++=  

For 30≥m   and  20≥− mn  

where tX  represents the anomalies of the underlying climate indicator at time t; m  is the 

sample size of the baseline, and n  is the total number of available observations of the climate 

indicator. 

The ARMA fingerprint is the sequence created by the difference at each point in time 

between the estimated from the ARMA model and the observed value. 
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The ARMA fingerprint can be computed as follows: 

   n ..., ,2 ,1for    ˆ =−= tXXf ttt                   5.1 
 

   tp
p

q
q

t Z
BBB

BBB
X ˆ

ˆˆˆ
ˆˆˆ1ˆ

2
21

2
21

φφφ
θθθ

++−

++++
=

L

L
                 5.2 

where tf is the ARMA fingerprint; tẐ  are the residuals for the baseline sequence; s,θ̂  and 

s,φ̂  are the parameter estimates that must be computed with the baseline sequence and must 

maintained unchanged for nt ,,2,1 L= . Convenient software to perform this calculation is 

Matlab 7.0. 

Thus, if no change has occurred in the underlying process then the fingerprint will reduce to 

residual values ( )tt Zf ˆ= , and will behave as a white noise sequence.  However, if the process 

exhibits a significant change, the ARMA model will show a unique characteristic which will 

be exhibited either in the mean or in the autocovariance function of the given sequence and 

this special sequence will be called the ARMA fingerprint. When a significant change occurs 

in the mean of the process, the ARMA fingerprint will also exhibit a significant change in the 

mean. On the other hand, when change occurs in the second moment of the process, the 

fingerprint will exhibit significant change in the autocorrelation function [56].   

 
Step 5: Sequential Hypothesis Testing 

If the climate indicator is driven by external forces, its ARMA fingerprint will present a trend 

in the mean or a significant change in the autocorrelation structure.  Thus to detect these 

changes two sequential tests are needed.  Since the climate changes are represented by a 
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small variation either in the mean or in the autocovariance, the tests must be very sensitive.  

In addition since the decision of the hypothesis testing is at each point in time, the 

exponentially weighted moving average (EWMA) is adopted to detect the climate change 

[47]. 

The exponential weighted moving average test is described by the Eq. (2.17), and modified 

as follows: 

        1)1( −−+= ttt zfz λλ                                                 5.3 
Therefore, tf  is the ARMA fingerprint at time t, μ  and σ  are the mean and the standard 

deviation of the baseline sequence of tf  for t=1,2,…,m; tz  is the exponentially weighted 

moving average of the fingerprint, and the initial value of tz  can be estimated by averaging 

the fingerprint during the baseline (t=1,2,…,m). 

The control limits for the EWMA control charts are upper control limit (UCL) and lower 

control limit (LCL). These are described by 

])1(1[
2

2
0

tLzUCL λ
λ

λσ −−⎟
⎠
⎞

⎜
⎝
⎛

−
+=                                       5.4 
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              ])1(1[
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⎠
⎞

⎜
⎝
⎛

−
−=                                         5.5 

Montgomery [47] discussed theλ and L values by mentioning that the values of λ  could 

change from 0.05 to 0.25; being λ = 0.05, λ = 0.10 and λ = 0.20 the most popular choices. 

Moreover mentioned that L = 3 (the usual three-sigma limits) works reasonably well, 

particularly with the larger value ofλ , for example λ =0.20. However, the software used in 
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our work StatGraphic uses 0.2 and 3 == λL  in its confirmation in the EWMA analysis. 

Therefore, the values proposed by the analysis are: 0.2 and 3 == λL . 

In relation to the Eq. (5.4), a significant increment occurs in the mean at time t under the 

condition: tt UCLz > ; and the Eq. (5.5) produces a significant decrement in the mean at time t 

if tt LCLz < .  

 
5.1.2 Simulation for the Statistical Test 
Monte Carlo simulation technique is used to determine if there is enough evidence to declare 

a change in a synthetic time series. The simulations were applied to 4 cases: i) by step, ii) 

pulse, iii) tendency and iv) tendency plus pulse; the procedure was applied to each time series 

as shown in Figure 5.1.  

The simulated time series represents the monthly time series from January 1880 until 

December 2005 with 1512 points. These series may have the two (seasonal and stochastic 

component) or 3 components (seasonal, tendency and stochastic component) of any time 

series (Equation 2.1). 

i. By Step 
A time series was simulated with a period equal to 12, an ARMA (1, 2) model and with a 

step change was input at the beginning of year 1970 and size of the change was 1 standard 

deviation (see Figure 5.2). The periodogram, the ACF and the PACF of the simulated time 

series are shown in Figure 5.4. These tools affirm that the series has a seasonal component, 

specially the Figure 5.4.a, with a period equal to 12 (the bigger ordinate is in the frequency 

equal to 0.0833 and the period is equal to 1/0.0833 = 12). Figure 5.4.b and Figure 5.4.c show 
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that this series has a period component and probably an ARMA model, but it is necessary to 

eliminate the seasonal component first.  
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Figure 5.2 Simulated time series with a seasonal component equal to 12, ARMA (1, 2) 
model and a step of 1 unit in the standard deviation beginning in year 1970. 
 

To remove the seasonal component it is required to build a sinusoidal function Eq. (2.6). A 

multiple regression analysis is used to estimate the parameters. 
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Parameter estimation results are presented in TABLE 5.1 

TABLE 5.1 Parameter Estimation of harmonic regression with d = 12. 

Parameter Estimate p-value 

CONSTANT 70.4354 0.0000 

Sine (2.π.t/d)* 0.3709 0.0000 

Cosine (2.π.t/d)* -0.7373 0.0000 

* Sine (2.π.t/d) or Cosine (2.π.t/d) indicates that the unit is in degrees with a period equal to 12 to and time “t”. 
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Figure 5.3 Time series analysis for the simulated series, (a) the periodogram, (b) the 
autocorrelation function, and (c) the partial autocorrelation function. 
 

The p-values indicates that all the parameters are significant at the 95%.  It should be noted 

that when the p-value of any coefficient is smaller than 0.025, it is significant at the 95%; 

however, if any p-value is larger than 0.025 the associated parameter is not significant and it 

should be removed from the regression model Eq (2.6). Once the periodic component is 

removed the residuals are again submitted for the analysis of the time series. Figure 5.4 

indicates that one structure of ARMA (1, 2) model could be considered appropriate. To 

remove this autocorrelation, an ARMA (1, 2) model is fitted. Figure 5.5 shows that the 

autocorrelation structure is removed since the periodgram behaves as a random process and 

the autocorrelation are inside of the confidence limits as shown Figure 5.5. The anomalies of 

the time series is created after removing the periodicity and the autocorrelation components, 

this time series is called R1. 

At this point the step 3 is completed, while step 4 and 5 are computed by a program made in 

Matlab (APPENDIX A). Results are shown in Figure 5.6.a and Figure 5.6.b, where the annual 

(a) (c) (b) 
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time series is given in (b) and detects the induced change in 1985, but monthly time series (a) 

has detected a change in the end of year 1983.  
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Figure 5.4 Time series analysis for the simulated series without seasonal component 
(called R1) and an ARMA (2, 1) model is observed, (a) the periodogram, (b) the 
autocorrelation function, and (c) the partial autocorrelation function. 
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Figure 5.5 Time series analysis for the simulated series without seasonal component 
(called R1) and an ARMA model fitted, (a) the periodogram, (b) the autocorrelation 
function, and (c) the partial autocorrelation function. 
 
ii. By Pulse 
Similar to section (i), a time series was simulated with a period equal to 12, an ARMA (1, 2) 

model and with pulse of 1 unit of increase in specific points as 1983, 1993 and 1998 (Figure 

5.7.a). The steps 1, 2 and 3 are made similarly as (i) until the ARMA model is identified. The 

elimination of seasonal and stochastic component is similar to the case (i) and it is now called 
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R2. Next, the R2 time series was submitted to the program to detect change in the series. The 

annual analysis (Figure 5.7.c) detects clearly the change in 1983, but the monthly analysis 

(Figure 5.7.b) detects more interference in the analysis. 
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Figure 5.6 The sequential hypothesis testing to the simulated time series with step, (a) 
monthly analysis, and (b) annual analysis. 
 
 
iii. By Tendency 
Time series with a period equal to 12, an ARMA (1, 2) model and with a tendency from 1970 

until 2005. The implemented slope is 0.0138 per year and corresponds to the identified slope 

in the NH time series. To apply the statistical test to detect a climate change first is necessary 

to eliminate the tendency. The tendency is eliminated by using the Eq. (2.3). The residuals of 

the parametric relationship are processed as case (i). Then, the new series in which have been 

eliminated the tendency, seasonal and auto-correlated component is called R3. The statistical 

test was applied to R3, and the annual analysis detected a change in 2000, nevertheless the 

monthly analysis also detects the change but with more noise (Figure 5.8). 
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Figure 5.7 Simulated time series with pulses, (a) simulated time series, (b) monthly 
sequential hypothesis testing, and (c) annual sequential hypothesis testing. 
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Figure 5.8 Simulated time series with tendency, (a) simulated time series, (b) monthly 
sequential hypothesis testing, and (c) annual sequential hypothesis testing. 
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iv. By Tendency plus pulses 
This time series has a period equal to 12, an ARMA (1, 2) model and two tendencies first 

from 1880 until 1970 (slope equal to 0.02 ºF per year) and the last from 1970 until 2005 

(slope equal to 0.04 ºF per year). Moreover, a pulse of one increase was added in 1998. The 

analysis was made similar than R3 and it is renamed as R4; the annual analysis detected a 

change in 1998 and the monthly analysis also detected the same change but with some 

interferences (see Figure 5.9). 
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Figure 5.9 Simulated time series with two tendencies and one increase, (a) simulated 
time series, (b) monthly sequential hypothesis testing, and (c) annual sequential 
hypothesis testing. 
 
5.1.3 Application of the Test to the Sea Level 
In section 5.1.2 the statistical test has shown that it is an excellent tool to detect changes, 

especially when they are pulses, moreover by using this technique it is possible to appreciate 

the behavior of the series studied as tendency for example. 
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Now, it will be shown as the statistical test is applied to a real time series as the global sea 

level which is from December 1992 until August 2005 the Figure 5.10.a with a slope of 3 

mm per year. Hence, the slope must be eliminated by fitting a linear regression and by 

finding if p-values are significant, the Eq. (2.3) was applied. TABLE 5.2 shows the results. 

 
TABLE 5.2 Parameter Estimation of Linear Regression. 

Parameter Estimate p-value 

CONSTANT -14.2055 0.0000 

t   0.25359 0.0000 

 
Where a  was equal to -14.2055, b  to 0.25359. After removing the trend the residuals are 

used to fit the periodicity component. Figure 5.10.b and Figure 5.10.c show the analysis 

mentioned in the section 5.1.2 part (i) to help to determine the period of Residual1 series. So, 

the period found is of 12, then the Eq. (2.6) is applied and the results are: 
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Where, A is equal to zero, B equal to -1.526, C equal to -1.378, D equal to 1.37 and E equal 

to 1.474 (see TABLE 5.3), next the new residuals are found and they are called Residual2. So 

from the Eq. (2.1), the trend and seasonal component are eliminated, and this is shown in 

Figure 5.11. The stochastic part is analyzed to determine their autocorrelated and moving 

average part, which is concluded from the Figure 5.11.b.c.  
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TABLE 5.3 Parameter Estimation of harmonic regression with d1=12.75 & d2=11.7692. 

Parameter Estimate p-value 

Cosine (2.π.t/d1) -1.52604 0.0003 

Sine (2.π.t/d1) -1.37763 0.0009 

Cosine (2.π.t/d2) 1.37012 0.0010 

Sine (2.π.t/d2) 1.47425 0.0004 
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Figure 5.10 Climate indicator variable, (a) Global Sea Level Amount, (b) the 
periodogram, (c) the autocorrelation function, and (d) the partial autocorrelation 
function. 
 
Residual2 time series is processed to fit the better coefficients of ARMA model (see equation 

2.16), using the Stat Graphic software, and the results were in TABLE 5.4. 
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Figure 5.11 Time series analysis for the Residual2 time series, with ARMA (1, 1) model , 
(a) the periodogram, (b) the autocorrelation function, and (c) the partial 
autocorrelation function. 
 
TABLE 5.4 Parameter Estimation of ARMA (1, 1) model. 

Parameter Estimate p-value 

AR(1) 0.815158 0.0000 

MA(1)  0.531773 0.000217 

 
Figure 5.12 shows the model fit to the ARMA (1, 1), each figure is inside limits to determine 

that the model presents good results. 
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Figure 5.12 Fit of ARMA model to R2 time series, (a) the periodogram, (b) the 
autocorrelation function, and (c) the partial autocorrelation function. 
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Figure 5.13 Monthly sequential statistical testing. 
 
With the ARMA model identified, the next step is to apply the statistical test to the Residual2 

time series which is fitted as ARMA (1, 1) model. Figure 5.13 shows the monthly results of 

the global sea level changes. Two events are detected at different times, the first one between 

Oct/1997 until Mar/1998. The second change registered in Nov/2001. The annual analysis is 

not applied because the numbers of observations along the time is small. 

The described procedure was applied to the following variables: Sunspot, Carbon Dioxide, 

Global and Caribbean air temperature, Global and Caribbean cloud cover, and Global and 

Caribbean sea level.  Analyses and results are shown in chapter 6. 

 
5.2 Numerical Experiment Methodology  
This section describes the statistical analysis and how RAMS will be connected. In addition, 

the concept of Neutral year, defined as one year without effects of the El Niño or La Niña 

event, is introduced.  

5.2.1 Selection of a Neutral Year  
In the simulation exercise made for RAMS, it is of interest to observe the behavior of a data 

in which a change occurred and another one in which it did not occur, for example without 

any influences of an external phenomenon such as El Niño. This phenomenon affects global 
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climate patterns. Therefore, it is necessary to compare the event outside the normal range 

with another one in normal conditions. The date with normal conditions is selected when a 

neutral event is found. 

 
El Niño and Southern Oscillation 
El Niño is the name given to the occasional return of an unusually warm water in the 

normally cold water [upwelling] region along the Peruvian coast. This phenomena is ‘‘a 

Pacific basin-wide increase in sea surface temperatures in the central and/or eastern 

equatorial Pacific Ocean’’. The Southern Oscillation (SO) is ‘‘the global-scale phenomenon 

characterized by a change in the atmospheric pressure field difference between the eastern 

and western tropical Pacific’’. El Niño and the Southern Oscillation are now known to be 

part of a coupled atmosphere–ocean system commonly known as ENSO. ENSO has three 

phases: warm tropical Pacific SSTs (El Niño), cold tropical Pacific SSTs (La Niña), and near 

neutral conditions. ENSO is a complex system and many aspects of its development are still 

not well understood [23]. 

 
Selection of the neutral year 
Figure E.1 shows the classification made by the Australia Government Bureau of 

Meteorology [3] as: La Niña, neutral and El Niño events, where  

El Niño = SOI ≤ -5.5  
 
Neutral = -5.5 > SOI < +5.5 
 
La Niña = SOI ≥ +5.5 
 
This classification uses June-November average SOI. 
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To identify the neutral months, several monthly ENSO index were applied such as: 

Multivariate ENSO Index (MEI) [49], the Oceanic Niño Index (ONI) [50] and monthly SOI 

[2]. Based on the classification made by the Australia Government Bureau of Meteorology in 

Appendix E (see Figure E.1) were chosen more of 20 year where a neutral year was 

observed. Next of to plot the three ENSO indicators, the most Neutral year is the one close to 

zero. So, it was found that 1990 is a neutral year because it is closer to the zero. Figure E.2 

(Appendix E) illustrates the results; the years 1958, 1961 and 1990 were selected.  

 
5.2.2 Numerical analysis 
The numerical analysis will be done if two or more climate variables, analyzed with the 

statistical test, converge in the same point where a change is registered. This month in a 

specific year will be called simulation 1. On the other hand, the test control is selected in the 

same month of simulation 1 but in the Neutral year. Therefore, two runs, the test control and 

simulation 1, will be made. 

Besides trying to understand the detected change RAMS will study the impact of that change 

in the climate of the studied area. Chen et. al. [11] has said that the equilibrium of Earth’s 

climate requires that the global annual mean net radiation flux at the atmosphere be 

approximately zero. That is why he suggests to study these variables: relative humidity, air 

temperature, cloud cover, energy incoming (SW) and outputting (LW), an analysis of upward 

air. To be more robust the precipitation will be added to the analysis to validate the model 

and the amount of latent and sensible heat, which are indicators of the vapor generated and of 

the existing heat in the atmosphere.  
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With respect to the analysis of upward air, the vertical wind shear (VWS) will be studied. 

VWS is defined as a difference in wind speed (U, V) and/or direction between two levels in 

the atmosphere: 850 and 200 mb [14]. This is a critical factor in determining whether severe 

thunderstorms will develop. When VWS, in the tropic North Atlantic, have low values 

(|VWS|< ~8 m/s) and warm SST’s exist, an interchange of circulations between the upper 

and lower level feeds on vapor of any storms or hurricane. And, positive Pacific SST 

anomalies associated with warm-phase ENSO have been linked to increase VWS over the 

tropical North Atlantic and Caribbean Sea, primarily between 10º and 20º [22]. 

All variables selected in the analysis are output of RAMS and these are configured in REVU. 

In the following sections the selected area, the configuration of RAMS, the months that have 

been chosen, and main namelist in RAMS are shown. 

 
NCEP/NCAR Reanalysis data Initialization 
In NCEP/NCAR reanalysis there are several atmospheric data are available for each six 

hours from 1948 to 2006, covering the entire planet in a mesh with 2.5 degree of resolution 

in latitude and longitude direction. Seventeen standard pressure levels complete these set of 

data [34]. All data sets of data are processed from surface weather station, ship, rawinsonde, 

pibal (the measurement and computation of the speed and direction of winds), aircraft, 

satellite and other data of interest. 

To initialize RAMS, five atmospheric variables are selected: zonal wind (U), meridional 

wind (V), relative humid (RH), geopotential high (GH) and air temperature (AT), at 17 

pressure levels. These data are transforming from regular coordinates to polar-stereographic 
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and from standard pressure levels to terrain-following sigma-z coordinate during the ISAN 

process. 

 
Numerical Configuration of RAMS 
Two nested grids were selected to take into account the synoptic scale and mesoscale 

phenomena. The parent grid encloses the Central America, Caribbean and North of South 

America, extending exactly from 5.18ºN to 27.22ºN and from 104.37ºW to 55.77ºW with 

50Km of resolution (sees Figure 5.14.a). The nested grid has a resolution of 12.5 Km, 

covering the four major island of the Caribbean: Cuba, La Española, Jamaica and Puerto 

Rico. The latitude extends from 16.99ºN to 23.52ºN, while the longitude from 85.70ºW to 

65.99ºW (see Figure 5.14.b).  

For the vertical coordinate, both grids have the same resolution beginning with 100 meters 

near the surface and stretching with a ratio of 1.1 until 1000m. Both grids have ten soil layers 

to be used in the LEAF2 sub model as shown in TABLE 5.5 (NZG command).  

The Newton relaxation (nudging) is activated in the horizontal direction and center. In this 

way, the atmospheric model solution is relaxed toward the observed data during the 

integration time. According to the resolution selected, the cumulus parameterization is used 

for the parent grid [74].  
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Figure 5.14 Topography in feet for a) Grid 1, and b) Grid 2. 
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TABLE 5.5  More Relevant Namelist to Configure RAMS. 
Variable Name Option Description 

NGRIDS 2 Number of grids 

NNXP 

NNYP 

NNZP 

NZG 

112, 178 

56, 66 

40, 40 

10, 10 

Number of x grid points 

Number of y grid points 

Number of z grid points 

Number of soil layers 

DELTAX  

DELTAY  

DELTZ  

DZRAT 

50000 

50000 

100 

1.1 

x grid spacing of the PG 

y grid spacing of the PG 

z grid spacing of the PG 

vertical grid stretch ratio 

NSTRATX 

NSTRATY 

1, 4 

1, 4 

x grid spacing of the NG equivalent to 12.5 Km 

y grid spacing of the NG equivalent to 12.5 Km 

CENTLAT 

CENTLON 

17.5, 20.8 

-80, -75.25 

Center latitude of grids 

Center longitude of grids 

NUDLAT 

TNUDLAT 

TNUDCENT 

TNUDTOP 

5 

3600 

21600 

0 

Activated nudging approach, with 5 points in lateral 

boundary. 3600 seconds as nudging time scale. Central 

nudging has 21600 time scale and top nudging is not 

active. 

ITOPSFLG 3,3 Reflected envelope orographic topography scheme 

IBND 2 Klemp/Lilly lateral boundary condition 
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JBND 2  

ISWRTYP, 

ILWRTYP 

2 

2 

Mahrer/Pielke radiation scheme 

 

ISFCL 1 Actives the LEAF2 

NSLCON 11 Clay type of soil texture 

IDIFFK 2, 1 Turbulent kinetic energy in the PG and anisotropic 

deformation in the NG 
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6 RESULTS AND DISCUSSIONS  
 
6.1 Climate Change Detection  
6.1.1 Attribution variables 
A. Sunspot number 
The sunspots reveal a positive significant trend with an increasing rate of 0.39 sunspots per 

year. After removing the trend and the seasonal component the ARMA fingerprint technique 

was implemented and the monthly stochastic component showed a significant increment 

during 1940 to 1960 and especially in December 1957.  The annual time series also indicate a 

significant sunspot increment in 1957. Figure 6.1 shows results for the monthly and annually 

time series. 

Finding of extremes behavior of the sun were reported in 1859 when a solar sunspot induced 

ground currents that burned the telegraphic lines of US. In March 1989, a major solar storm 

attacked the northeast part of the US triggering a blackout and disrupted spacecraft orbits and 

operations. Although no relations were found with the large sunspot event reported in 1957, 

but, the concurrent tendency was found that there was a relation with the temperatures 

observed in mesopause [66]. Besides, the volcanic eruption also affects the mesopause region 

temperatures.  

 
B. Carbon Dioxide 
Figure 2.8 demonstrates a strong trend and seasonality component, with a rate of increment 

of 0.79 ppm per year. But researchers by using archaeological and paleoclimate records 

(from 1000 to the present year), have found that carbon dioxide concentrate has increased in 

approximately 36 % from 1750 until 2005 year [70]. Figure 6.2 shows that after removing 
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trend and seasonal components the annual stochastic behavior did not exhibit any change. 

But between 1985 until 1989 are observed several positive values which do not have the 

normal behavior of the rest.  

Carbon dioxide in the atmosphere has two principal sources the volcanic eruptions and 

anthropogenic. The eruptions introduce a lot of particles and gases in the atmosphere which 

are transported by tropospheric and stratospheric winds to vast zones of the globe.  
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Figure 6.1 EWMA analysis for the sunspot number in, (a) Monthly time series detected 
a change of a stronger event in December 1957, and (b) The annual time series shows a 
significant change. The first increment of solar activity started 1947 and finished on 
1960.  The second increment started on 1982 and finished on 1984 and the second 
increment was smaller than the first one. 
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Figure 6.2 The EWMA analysis to annual carbon dioxide time series, no significant 
change was detected. 
 
TABLE 6.1 illustrates the principal eruptions in the last two centuries and between the years 

of 1985 to 1989. It can be noticed that there were no significant eruptions; the nearest ones 

were registered in 1980, 1982 and 1991. It has been pointed out that H2O and CO2 are 

important greenhouse gases and its corresponding atmospheric concentrations are so large 

that individual eruptions have a negligible effect on their concentrations and do not directly 

impact the greenhouse effect [61]. 

TABLE 6.1 Major Volcanic Eruptions of the Past 250 Years. 
Volcano Year of Eruption VEI*

Grimsvotn [Lakagigar], Iceland 1783 4 
Tambora, Sumbawa, Indonesia 1815 7 
Cosiguina, Nicaragua 1835 5 
Askja, Iceland 1875 5 
Krakatau, Indonesia 1883 6 
Okataina [Tarawera], North Island, New Zealand 1886 5 
Santa Maria, Guatemala 1902 6 
Ksudach, Kamchatka, Russia 1907 5 
Novarupta [Katmai], Alaska, United States 1912 6 
Agung, Bali, Indonesia 1963 4 
Mount St. Helens, Washington, United States 1980 5 
El Chichón, Chiapas, Mexico 1982 5 
Mount Pinatubo, Luzon, Philippines 1991 6 
VOLCANIC ERUPTIONS AND CLIMATE (Robock, 2000) 
(*) volcanic explosivity index (VEI) 
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The sunspots and CO2 exhibited a significant trend during the evaluated period. Lean [36] 

has said that, a doubling of GHG concentrations is projected to warm Earth’s surface by 4.2 

K and that a solar-driven surface temperature changes are substantially less, unlikely to 

exceed 0.5 K and maybe as small as 0.1 K. In addition, the climate model also suggests that 

the global warming only can be explained by applying the GHG as input in the model [29] 

[32] [43]. 

 
6.1.2 Effect variables  
A. Air Surface Temperature (AST) 
Global Air Surface Temperature 

The anomaly surface temperatures show an increasing trend of 0.106, 0.099 and 0.138 ºF per 

decade for the global land, the global ocean and land and the north hemisphere land 

temperature, respectively. After, to each variable was fitted and eliminated its linear trend, 

then this was submitted to the statistical analysis. Figure 6.4.a shows that the global air 

temperature shows that the cold period started in 1964 and finished on 1979 where begins 

quickly to increase and the hottest period started on 2002 up. Figure 6.4.b and Figure 6.4.c 

indicate similar results where persistent increments are exhibited in 2002. Independently of 

internal changes, the Earth is heating specially in the NH where the principal countries with 

large sources of emissions of carbon dioxide are located in North America (midwest and 

eastern USA), Europe (northwest region), East Asia (eastern coast of China) and South Asia 

(Indian subcontinent) [30]. Vinnikov et. al [73], has said that the increasing NH temperature 

is the possible reason that ice sea is melting in this area. 
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Some people argue that the Earth warming is produced by a small number of eruptions in the 

last century, this is because several eruptions can produce a cooling effect [61]. However, for 

example from 1913 to 1962 there was no a major eruption (TABLE 6.1), but during this 

supposedly warm period, the Earth exhibited low temperatures. Therefore, other external 

forces created the cooling period. 

Another analysis compared the relation between the global air temperature and the CO2 time 

series (see Figure 6.4.a). This analysis was made by using the annual anomaly time series 

because the random was reduced. It was found that the entire correlation between both series 

is of 29 % (1958-2005), but if the analysis is divided in two parts the result are different. The 

results show that there is a correlation of 72% in the period 1958-1983 and 12% between 

1984-2005. Figure 6.4.b compares the annual anomaly of the global air temperature and 

sunspot with poor correlation (19%).   
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Figure 6.3 Annual anomaly for (a) Global air temperature and carbon dioxide, and (b) 
Global air temperature and sunspot. 
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Figure 6.4 The EWMA analysis to annual mean air surface temperature (AST), (a) The 
global data show that the cooling period started in 1964 and finished in 1979 and the 
warming period started in 2002 up to present time (2006), (b) The land and ocean data 
exhibit a punctual cold time in 1976 and the warming period from 2002 to present and 
(c) the north hemisphere data shows that cooling period from 1968 to 1979 and a more 
intense warming period started in 2002 until present. 
 

Caribbean Air Surface Temperature 

Puerto Rico monthly time series exhibit an increasing rate of AST of about 0.193, 0.147 and 

0.254 ºF per decade in the mean, maximum, and minimum air temperature, respectively. 

Thus, the minimum air temperature is increasing faster than the maximum air temperature 

(Figure 6.6.a), for this reason the nights are being hotter during the recent decades, this result 

(a) 
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is in agreement with other investigations made in the Caribbean [53] and the world [17] [21] 

[52]. One explanation was developed by Kalnay [33], who worked with the effect of 

agricultural and land use in the evolution of the temperature and concluded that both 

urbanization and agriculture effects could be consistent with the general increase in the 

minimum temperature and slight decrease in the maximum temperature, and contribute to the 

reduction in the diurnal temperature range. In Puerto Rico for example the increment of 

evaporation during the day (due to rain), would also tend to decrease the maximum 

temperature; this water would increase the heat capacity of the soil, thus increasing the 

minimum temperature. 

Section 4.1.2 discussed that a climate change can best be detected using annual time series. 

Although the monthly time series can be more precise on change detection process and may 

also involve several false alarms. In spite of this, the test for PR includes monthly time series 

(Figure 6.5). For the mean AST (Figure 6.5.a) three changes were detected of which the 

strongest was in March 1983. Thereafter, for the maximum AST several changes were 

identified before 1985, one of these was detected in March 1983 (Figure 6.5.b). Figure 6.5.c 

shows the minimum AST and the statistical test detects several temperature increments that 

occur after 1985 and especially in March 1998. It can be noted that the minimum AST was 

sensitive to the El Niño 1997/1998, since a temperature increment was detected in March 

1998. Similarly, the maximum AST was sensitive to the El Niño 1982/1983 because a rising 

temperature was detected in March 1983. 



 
 
 

 
 

 94 

1940 1950 1960 1970 1980 1990 2000 2010
−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

1958/4

Time

EW
MA

 

1940 1950 1960 1970 1980 1990 2000 2010
−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

1958/3

Time

EW
MA

 

1940 1950 1960 1970 1980 1990 2000 2010
−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

1951/3

Baseline: 36 months

Time

EW
MA

 

Figure 6.5 The EWMA analysis to the PR monthly time series of, (a) The mean AST, (b) 
The maximum AST and (c) The minimum AST. 
 

The statistical test was implemented to detect changes over the difference between the 

maximum and the minimum air temperature and it was found that in Puerto Rico a 

significant increment was identified in 2004 (Figure 6.6.b). The minimum temperature is 

increasing and has become more evident from 1996 to 2005, as shown in Figure 6.6.b. 
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Figure 6.6 (a) The maximum and the minimum air temperatures for Puerto Rico.  The 
scale on the left is for the maximum and on the right is for the minimum air 
temperature, (b) The EWMA analysis to the maximum minus the minimum air 
temperature shows a significant change that occurring in 2004.    
 

Cuba (CU) time series have a different behavior of the PR data set, the mean AST did not 

show a tendency, but the maximum AST of Guantanamo (OR) station has a rate of increasing 

of 0.254 ºF per decade and the minimum was 0.162 ºF per decade. Therefore, the maximum 

AST is increasing faster than the minimum AST. Figure 6.7.a shows that the mean AST 

exhibited a change that occurred in 1998. Although, Figure 6.7.b shows that no change on the 

difference of temperatures, there is an increasing trend on mean air temperature. 
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The Caribbean islands DR, HA and JA exhibited a slope of 0.198, 0.128 and 0.249 ºF per 

decade, respectively. It was observed that the statistical test did not detect any additional 

change on air temperature on these islands (see Figure 6.8). 

In summary the Caribbean islands: PR, DR, HA & JA have an increasing trend on air 

temperature with the exception of CU, which has no trend. This analysis indicates that each 

island has a different AST behavior. Appendix D provides more information about this 

subject indicating that AST in the west area of the Caribbean is increasing faster than the rest 

of the Caribbean.   
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Figure 6.7 The EWMA analysis applied to CU annual stations, (a) The mean AST 
shows the warmest temperature occurred in 1998 and (b) difference of air temperature 
do not detect any significant change. 
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Figure 6.8 The EWMA analysis applied to (a) RD mean AST, (b) HA mean AST and (c) 
JA mean AST. 
 

Global temperatures studies show that not all the regions of the world display signs of recent 

warming. The mean temperature has been increasing in 67% of the world area, with 55% 

experiencing a period of cooling followed by warming and 12% showing continuous 

warming, but some 20% of the world area, including the eastern tropics and South Pacific, 

the South Atlantic and part of the Indian Ocean, have first warmed up and are recently 

experiencing cooling [46]. However, the regional scales can have different results [43]. 
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B. Cloud Cover 
 
Figure 6.9 shows cloud amount time series with the data separated for the global (in the first 

column) and Caribbean time series (second column). 

 

 

 

Figure 6.9 Cloud amount time series from July 1983 until June 2005 from ISCCP D2. 
Figures a, b, and c are at global scale (a) Low, (b) Middle and (c) High Cloud Amount. 
Figures d, e, and f are at Caribbean scale (d) Low, (e) Middle and (f) High Cloud 
Amount. 
 

Global Cloud Cover 

It was found that the global cloud amount is decreasing at the rate of -0.17 % per year. Low 

cloud amount has a rate of -0.13 % per year, middle cloud amount is slowly increasing with 

0.08 % per year and high cloud amount is decreasing at the rate -0.05 % per year (see Figure 
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6.9.abc). It is clear that the low cloud amount is decreasing faster than the others. If we 

analyze that the incident radiation from the Sun is partly reflected from clouds (30%), partly 

absorbed in the atmosphere (25%) and the remainder (45%) is absorbed by or reflected from 

the vegetation and ground or the oceans on which it falls. Then the lower cloud cover amount 

contributes to a lower incident radiation reflection resulting in an increment of the incoming 

energy. The decreasing cloud cover contributes to the imbalance of the energy on the earth. 

It has been pointed out that high cloud tended to warm the planet and low cloud cools the 

Earth (Figure 2.6). The decreasing trend of low cloud is contributing to the global warming 

(Figure 6.9.a). This result is related to satellite observations, which suggest that the thermal 

radiation emitted by Earth (LW) to space has increased by more than 5 watts per square 

meter, while reflected sunlight (SW) has decreased by less than 2 watts per square meter, 

over the period 1985 – 2000, with most of the increase occurring after 1990 [11]. Thus, if 

low cloud cover is decreasing, the percent reflected of LW will also decrease and then LW 

will go to space. Similarly, the percent reflected of SW will also decrease, and then SW is 

going to fall in the land. 

Then, the global warming will be stronger when high cloud will increase and low cloud will 

decrease, this is a possible future scenario proposed by Weier [76]. However, cloud data 

show that global low and high clouds are decreasing. 

After applying the test (Figure 6.10.abc) to each series, it was found that middle cloud 

amount has likely relation with El Niño 1997/1998, because changes were detected from 

October 1997 to February 1998.  
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Figure 6.10 The EWMA analysis to the global climate change detection over cloud, 
amount (a) Low cloud amount, (b) Middle cloud amount, (c) High cloud amount. The 
EWMA analysis to the Caribbean climate change detection over cloud amount, (d) Low 
cloud amount, (e) Middle cloud amount, (f) High cloud amount. 
 

Caribbean Cloud Cover 

The Caribbean cloud cover shows a significant reduction of about -0.38 % per year. Figure 

6.10.def show that the low cloud cover is decreasing at the rate of -0.17% per year, the 

middle cloud has a slower reduction of -0.03% per year, while the high cloud does not show 

any tendency, because the slope is not statistically significant. 

(d) (a) 
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Then, the percent of decreasing Caribbean low cloud cover is higher than global low cloud 

cover; in addition, the Caribbean high cloud cover is constant over the time. With these 

characteristics the effects of the energy imbalance are considerable; more energy will fall 

over the Caribbean. 

Figure 6.10.d-f show that low, middle and high cloud cover have a similar result than the 

global clouds; where the middle cloud cover reveals a relation with the stronger El Niño 

phenomena 1997/1998, but with a lag of 3 months, March 1998. Hence, there may be a 

relation between the middle cloud amount and the El Niño phenomena. Although, Angeles 

[1] mentioned that, there is a strong relationship between the early season (rain present from 

April until July in the Caribbean area) and the El Niño event. Comarazamy [13] found that 

April 1998 was an unusual wet month inside the dry season and probably because of El Niño 

1997/1998. Thus, there is a direct relation between El Niño and the rainfall and consequently 

between the rainfall and clouds.  

Weier [76] pointed out that, short-term El Niño and La Niña cycles, occuring every three to 

seven years, show dominate cloud patterns across the tropics. This work has detected that 

middle cloud amount may have some relation with El Niño 1997/1998 event, and this 

interaction is consistent at global and at Caribbean scale. 

 
 
C. Sea level  
Global Sea level 

It has been found that the global sea level is increasing at the rate of 3 mm per year.  In 

addition the stochastic component shows two significant increments beginning in October 
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1997 until January 1998 (Figure 6.11.a). Hansen [24] affirmed that during this period the sea 

level rises due to unstable energy balance. In addition, the Earth is now out of energy balance 

by close to +1 W/m2, i.e., more energy is absorbed from sunlight than is emitted to the outer 

space as thermal radiation. This large growing planetary energy imbalance has no registered 

precedent, greatly exceeding the global mean energy imbalance associated with changes of 

the Earth’s orbital elements that has paced the natural building and decay of ice sheets. And 

based on the physical properties and mass of the world ocean as compared to other 

components of Earth’s climate system, ocean heat content might be the dominant component 

of the variability of Earth’s heat balance [39]. 

 

Caribbean Sea level 

The Caribbean Sea level has no trend and the stochastic component shows a significant 

increment in March 1998 (Figure 6.11.b). This event may be associated with the El Nino 

event that occurred in 1997. 

Apparently, the global and Caribbean Sea level exhibit some climate change that may be 

related to El Niño event in 1997. During El Niño 1997/1998 event the sea surface 

temperature anomalies (SSTAs) exceeded 4°C [72]. It is known that when the water is warm, 

the volume increases. This phenomenon is called thermal expansion. Lombard et al. [40] 

have found that the mean rate of thermal expansion sea level rise over the past decade is 

1.5±0.3 mm/year, i.e. 50% of the observed 3 mm/year by satellite altimetry. 
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Figure 6.11 The EWMA analysis to the sea level climate change detection, (a) Global 
and (b) Caribbean. 
 

Therefore, changes in the cloud cover will change the rate of incoming radiation world wide. 

If the radiation increase in the ocean, the sea surface temperature will change, which in turn 

changes the atmospheric circulation and the amount of moisture evaporated from the oceans 

with a resulting change in cloudiness [58]. 

TABLE 6.2 present the summary of all results of each variable studied by indicating the 

tendency per decade. 
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TABLE 6.2 Summary of the results to each variable analyzed in the present project. 
Variable Trend Detected climate change 
Sunspot 3.9 ss /decade All 1957 

Carbon Dioxide 13.8 ppm/decade NO 
Global 0.11 ºF/ decade March/2002 
Land & Ocean 0.1 ºF/ decade March/2002 Global 
North Hemp. 0.14 ºF/ decade 2002 & 2005 
PR Min. 0.25 ºF/ decade March/1998 
PR Max. 0.15 ºF/ decade March/1983 
PR Mean. 0.19 ºF/ decade March/1983 
CU Mean.  NO NO 
RD Mean. 0.20 ºF/ decade January/1998 
HA Mean.  0.13 ºF/ decade March/1964 

AST 

Caribbean 

JA Mean.  0.25 ºF/ decade March/1964 & 
January/1998 

Global 30.4 mm/ decade October/1997 Sea 
Level Caribbean NO March/1998 

CA -1.7 %/ decade NO 
Low -1.3 %/ decade October/1998 
Middle 0.8 %/ decade October/1997 - 

January/1998 
Global 

High -0.5 %/ decade February/1995 
CA -3.8 %/ decade June/1985 
Low -1.7 %/ decade January/1999 
Middle -0.3 %/ decade March/1998 

Cloud 
Cover 

Caribbean 

High NO April/1992 
 

6.2 Regional Climate Modeling  
Previous results show that there may be some connection between middle clouds 

cover and sea level with the El Niño event that occurred in 1997/1998. This relation was 

observed at the global and Caribbean scale. To obtain a better understanding of the causes of 

this relation over the Caribbean region, RAMS was run using 1990 as a neutral year for the 

test control. The simulation 1 (March 1998) is compared with the test control. Appendix F 

shows the comparison between observed and simulated data for March 1998. 
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Simulation results show that the incident surface flux of longwave radiation (Figure 6.12), 

vertical wind shear (Figure 6.13) and cloud cover fraction (Figure 6.14) indicate an 

increment in March 1998 with respect to March 1990. In addition, the SST anomalies (see 

Figure 6.15, taken from website http://iridl.ldeo.columbia.edu/SOURCES/.IGOSS/.nmc/ 

.Reyn_SmithOIv2/.monthly/.ssta/) put in evidence the presence of El Niño event in the area.  

Vertical wind shear (VWS) is closely associated with the vertical flux of momentum, heat, 

and water vapor.  

The warm-phase ENSO caused VWS intensification along with water warming inhibiting the 

vertical convection between the lower and upper troposphere. In addition, the mesoscale 

model was able to capture the cloud cover and LW radiation intensification. The increment 

of the cloud cover fraction can be explained by the SST increase. Greater amount of water is 

evaporated, but at the same time, this water vapor is obstructed to ascend to the upper level 

due to the intense VWS, and accumulating in the middle levels. 

With respect to the increase the LW radiation Chen et. al [11] studied the tropical area and 

indicated that, in 1998 both the ENSO index and the tropical mean LW flux anomalies reach 

their maximum, but they showed that both data are uncorrelated. This implies that the 

mechanism behind the long term average LW flux increase is distinct from the ENSO 

phenomenon. 
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Figure 6.12 Incident Surface Flux of Longwave Radiation of RAMS. (a) Neutral data 
(March 1990), and (b) El Niño (March 1998) event data. 
 
 
 

 
Figure 6.13 Vertical Wind Shear of RAMS. (a) Neutral data (March 1990), and (b) El 
Niño (March 1998) event data. 
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Figure 6.14 Cloud Cover Fraction of RAMS. (a) Neutral data (March 1990), and (b) El 
Niño (March 1998) event data. 
 
 

 

 

Figure 6.15 Sea Surface Temperature Anomaly observed. (a) Neutral data (March 
1990), and (b) El Niño (March 1998) event data. 
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7 CONCLUSIONS AND FUTURE WORK 
 

7.1 Conclusions  
The statistical test was able to detect pulse change along the time series, being more 

efficient when it was used for annual time series. But in the monthly analysis the same 

change was also detected. 

 

A significant increment during 1940 to 1960 and especially in December 1957 was 

reported to sunspot time series. No relations were found with any event registered. 

 

Respect to the annual carbon dioxide, the stochastic behavior did not exhibit any 

change. But between 1985 until 1989 are observed several positive values which do not have 

the normal behavior of the rest and to this range of time (1985-1989) there were no 

significant eruptions. 

 

Sunspot number and volcanic eruptions can not explain the global warming in the last 

century. Then, the concurrent global warming may be attributed to the anthropogenic causes 

such as high emission of CO2 deposited over the Earth. 

 

The sunspots and CO2 exhibited a significant trend during the evaluated period, but 

the effect of carbon dioxide in the increase the air temperature is bigger than sunspot.  
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Global air temperature shows that the cold period started in 1964 and finished in 

1979. The hottest period started on 2002 up to present time (2006). The Earth is heating 

specially with more intensity in the NH and this is the possible reason that Arctic sea is 

melting faster in this area. 

 

The cooling effect registered in the Earth to the middle of the last century did not 

have relation with the volcanic eruption, other external forces created the cooling period. 

 

The correlation between the global air temperature and the CO2 time series the entire 

correlation between both series is of 29 % (1958-2005). But there is a correlation of 72% in 

the period 1958-1983 and other of 12% between 1984-2005. In addition, a poor correlation 

(19%) was found between the annual anomaly of the global air temperature and sunspot. 

 

All Caribbean islands are increasing their AST, except Cuba, while Jamaica is 

warming faster than the rest of the islands. In addition, each island has a different AST 

behavior. However, the regional scales can have different results. 

 

The minimum AST of Puerto Rico is increasing faster than maximum AST. The 

maximum AST was sensitive to El Niño event that occurred in 1982/1983. The maximum air 

temperature shows a climate change in March 1983. The minimum AST was also sensitive to 
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El Niño but of the 1997/1998 because finds a change in March 1998. The “difference 

analysis” shows the maximum AST begin to decrease from 1985 until now. 

 

The lower cloud cover amount contributes to a lower incident radiation reflection 

resulting in an increment of the incoming energy. The decreasing cloud cover contributes to 

the imbalance of the energy on the earth. It has been pointed out that high cloud tended to 

warm the planet and low cloud cools the Earth. The decreasing trend of low cloud is 

contributing to the global warming. 

 

The statistical test detected a change in the global middle cloud amount from October 

1997 until February 1998 and in the Caribbean middle cloud amount was found in March 

1998. There is evidence of a relation between El Niño 1997/1998 and the middle cloud 

amount. 

 

The percent of decreasing Caribbean LCA is major than global LCA. With these 

characteristics more energy will fall over the Caribbean and it can explain why the rate of 

increase in the Caribbean is faster that Global AST. 

 

The change detected in global and Caribbean Sea levels could be attributed to the 

thermal expansion as consequence of the excessive SST increase during El Niño event 

1997/1998. 
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Simulation results show that the incident surface flux of longwave radiation, vertical 

wind shear and cloud cover fraction indicate an increment in March 1998 with respect to 

March 1990. 

  

According to the simulation model the increase of middle cloud in March 1998 was 

caused by the increase of the SST and VWS. The increase of LW could be the cause of the 

increase of the minimum temperature in PR. 
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7.2 Future Work  
To obtain data of minimum and maximum air surface temperature to Cuba, Republic 

Dominican, Haiti and Jamaica. Next, to each series applies the statistical analysis and to 

appreciate the climate behavior of the Caribbean region. 

 

To apply the procedure statistical to detect a climate changes over more variables as 

sea surface temperature, ocean deep temperatures, aerosols and ozone time series, because 

these variables are important in the relation between atmosphere-ocean interactions. 

 

To apply a new statistical technique which can detect change in tendency and to 

complement to the statistical analysis proposed in the present work. In this way, the specific 

date where a time series changes could be simulated. 

 

To find the specifics months with the changed variables, to use RAMS to simulate 

these months and to understand the physical phenomena leading to the changes. 

 

To find any relation between the changes of carbon dioxide behavior of year 1983 to 

1985, the change in the temperature difference in PR and cloud cover in the same period. 

There is a probability that these changes are related.  
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APPENDIX A   
Find the change in an uncorrelated or correlated time 
series 
% The simulation of ARIMA (p, q) model, where p and/or q can be any value 
% equal o major than 0. 
clear, clc 
close all 
global TIME 
global fuertes 
global qqq 
load dat.txt  
data=dat(:,11); % Here the anomaly variable is selected, where the seasonal 
                         % and tendency component are eliminated and its ARMA model 
                         % is already identifying. 
x=data;  
back_value=5; % Value to put the change detected 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%THIS IS APPLIED TO MONTHLY ANALYSIS%%%%%%%%% 
% For this month time series an ARMA (2, 1) model is fitting. 
p=2; %AR  
q=1; %MA  
filename='JA_total'; % The name with the result will be save 
variable_title='Jamaica Mean Temp.'; % The title of the variable 
year_init=1948; % Year when the series begging  
months_init=1; % Month when the series begging 
year_finl=2005; % Year when the series ending 
months_finl=12; % Month when the series ending 
time=year_series(months_init,year_init,months_finl,year_finl); % Function to obtain a year 

      %time series 
find_change=changes_monthly(x,p,q,time,TIME, back_value,filename, variable_title); 
% This is the function employed to detected a change in monthly time series. 
%=================================================================
%================================================================= 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%THIS IS APPLIED TO ANNUAL ANALYSIS%%%%%%%%%% 
% For this annual time series an ARMA (0, 1) model is fitting. 
p=0; %AR 
q=1; %MA 
filename='JA_annually'; % The name with the result will be save 
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% variable_title='Annual Jamaica Mean Temp.'; % The title of the variable selected 
serie=x;x=[]; % The same monthly series is selected to convert to annual series 
for i=1:12 % Number of months  
    eval(['Y' num2str(i) '=serie(i:12:end);']); 
end 
% %annual (Jan-Dec),winter (Dec-Feb),spring (Mar-May), summer (Jun-Aug),  
% %autumn (Sep-Nov),warm (May-Oct), cold (Nov-Apr) and hurricane (Jun-Nov). 
n=length(Y12); 
for i=2:n 
    s1(i-
1)=(Y1(i)+Y2(i)+Y3(i)+Y4(i)+Y5(i)+Y6(i)+Y7(i)+Y8(i)+Y9(i)+Y10(i)+Y11(i)+Y12(i))/12;
%anual 
     s2(i-1)=(Y12(i-1)+Y1(i)+Y2(i))/3;% invierno  
     s3(i-1)=(Y3(i)+Y4(i)+Y5(i))/3;%primavera 
     s4(i-1)=(Y6(i)+Y7(i)+Y8(i))/3;%verano 
     s5(i-1)=(Y10(i)+Y11(i)+Y9(i))/3;%otoño 
     s6(i-1)=(Y5(i)+Y6(i)+Y7(i)+Y8(i)+Y9(i)+Y10(i));%caliente 
     s7(i-1)=(Y11(i-1)+Y12(i-1)+Y1(i)+Y2(i)+Y3(i)+Y4(i));%frio 
     s8(i-1)=(Y6(i)+Y7(i)+Y8(i)+Y9(i)+Y10(i)+Y11(i));%huracanes 
 end 
 for i=1:12 
     eval(['clear Y' num2str(i) '']); 
 end 
 ann_series=[s1' s2' s3' s4' s5' s6' s7' s8']; % Until here the annual series are obtained in the % 
following order: annual, winter, spring, summer, autumn, warm, cold and hurricane. 
 x=ann_series(:,1); % The annual time series is selected 
 TIME=1949:2005;time=TIME; 
 find_change=changes_annually(x,p,q,time,TIME, back_value,filename, variable_title); 
% This is the function employed to detected a change in annual time series. 
%=================================================================
%================================================================= 
 
eval(['save ' filename ' fuertes cambios']) % here the values where a change is detected are 
saved. 
 
APPENDIX A1   
Description of “changes_monthly” function 
function find_change=changes_monthly(x,p,q,time,TIME, back_value,filename, 
variable_title) 
global fuertes 
global qqq 
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%% %%%% Identification ARMA model (p, q)%%%%%%%%%%%% 
%  A(q) y(t) = [B(q)/F(q)] u(t-nk) + [C(q)/D(q)] e(t) 
w=x;  % The variable is selected 
[n,c]=size(x); 
nb=1;       % it must be included always 
nc=q;       % nc= orden MA 
nd=p;       % nd= orden AR 
cambios=[];fuertes={}; 
M=36:12:120; % Number of baseline to each model 
 
for qqq=1:length(M) 
    if nc>0 | nd>0 % Here they are selected the correlated series 
        % m=input('Enter window size for model fitting (before detection ) m > 50 and < n  '  )  
        m=M(qqq); 
        nf=0;        
        nk=0; 
        nn=[nb nc nd nf nk]; 
        y1=w(1:m);          % data to model fitting 
        cero1=zeros(m,1);   % zeros for model fitting, so the another input (to Box 
                            % -Jenkins) is considered zeros and it is easy model a  
                            % ARMA model 
        z1=[y1 cero1];       % input for model fitting 
        mo1=bj(z1,nn);      % model fitting 
        y2=w(m+1:n);      % data for forecasting 
        m2=n-m;             % m2 values to predict n=total number of values m=values to fit 
        cero2=zeros(m2,1);  % ceros to forecast 
        z2=[y2 cero2];         % data for forecast 
        z3=[z1; z2];        % data using in fitting and forecast 
        w_est=predict(mo1,z3,1);    % estimation of the simulated process 
        e=w - w_est;    % noise to introduce ewma 
        

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%% %%%%%%%% Parameters for EWMA %%%%%%%%%%%%%%%%%%% 

        e_m=e(1:m);     % noise to design control limits 
        mu=mean(e_m); 
        sig=std(e_m); 
        LL=3; 
        lambda=0.2; 
        U(1)=0; 
        L(1)=0; 
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        ew(1)=mu; 
        UI=[]; 
        LI=[]; 
        fuer=[]; 
        for i=2:n 
            sq=sqrt(lambda/(2-lambda)*(1-(1-lambda)^(2*i)));     
            U(i)=mu+LL*sig*sq; 
            L(i)=mu-LL*sig*sq; 
            ew(i)=lambda*e(i)+(1-lambda)*ew(i-1); 
            if ew(i)>U(i) 
                UI=[UI;ew(i) TIME(i,:)]; 
                fuer=[fuer; time(i) ew(i) i]; 
            end 
            if ew(i)<L(i) 
                LI=[LI;ew(i) TIME(i,:)]; 
                fuer=[fuer; time(i) ew(i) i]; 
            end 
        end 
        if length(UI)>0  
            [B,IX] = sort(UI(:,1),'descend'); 
            UI_2=(UI(IX,:));IX=[]; 
        else 
            UI_2=zeros(1,3); 
        end 
        if length(LI)>0 
            [B,IX] = sort(LI(:,1),'ascend'); 
            LI_2=(LI(IX,:));IX=[]; 
        else 
            LI_2=zeros(1,3); 
        end 
        mu=mu*ones(1,n); 
    else % Here they are selected the uncorrelated series 
        % m=input('Enter the baseline to the model (before detection ) m > 50 and < n  '  )  
        m=M(qqq); 
        e=x; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%% %%%%%%%% Parameters for EWMA %%%%%%%%%%%%%%%%%%% 

        e_m=e(1:m);     % noise to desing control limits 
        mu=mean(e_m); 
        sig=std(e_m); 
        LL=3; 
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        lambda=0.2; 
        U(1)=0; 
        L(1)=0; 
        ew(1)=mu; 
        UI=[]; 
        LI=[]; 
        fuer=[]; 
        valores=[]; 
        for i=2:n 
            sq=sqrt(lambda/(2-lambda)*(1-(1-lambda)^(2*i)));     
            U(i)=mu+LL*sig*sq; 
            L(i)=mu-LL*sig*sq; 
            ew(i)=lambda*e(i)+(1-lambda)*ew(i-1); 
            if ew(i)>U(i) 
                UI=[UI;ew(i) TIME(i,:)]; 
                fuer=[fuer; time(i) ew(i) i]; 
            end 
            if ew(i)<L(i) 
                LI=[LI;ew(i) TIME(i,:)]; 
                fuer=[fuer; time(i) ew(i) i]; 
            end 
        end 
        if length(UI)>0  
            [B,IX] = sort(UI(:,1),'descend'); 
            UI_2=(UI(IX,:));IX=[]; 
        else 
            UI_2=zeros(1,3); 
        end 
        if length(LI)>0 
            [B,IX] = sort(LI(:,1),'ascend'); 
            LI_2=(LI(IX,:));IX=[]; 
        else 
            LI_2=zeros(1,3); 
        end 
        mu=mu*ones(1,n); 
    end 
 
    figure(1) 
    plot(time,w,'LineWidth',2) 
    title({['Anomaly: ', variable_title,];['Model ARMA (',num2str(p),','... 
        ,num2str(q),')']},'FontSize',25) 
    xlabel('Time','FontSize',20) 
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    ylabel('Variation','FontSize',20) 
    set(gca,'fontsize',18) 
    figure(2) 
    if length(fuer)>0 
        plot(time,ew,'b',time,mu,'g',time,U,'r',time,L,'r') 
        hline1 = line(time,ew,'LineWidth',2); 
        text(fuer(1,1),fuer(1,2),[,num2str(TIME(fuer(1,3),1)),'/'... 
            ,num2str(TIME(fuer(1,3),2)), ],... 
        'Position',[time(fuer(1,3)- back_value), fuer(1,2)],'FontSize',18) 
        title({[' EWMA Chart for the ', variable_title,];['Baseline: '... 
            ,num2str(m),' months']},'FontSize',25) 
        xlabel('Time','FontSize',20) 
        ylabel('EWMA','FontSize',20) 
        set(gca,'fontsize',18) 
        hold on 
        [oo pp]=size(fuer); 
        for i=1:oo; 
            plot(fuer(i,1),fuer(i,2),'*r') 
            hold on 
        end 
        newname1=[num2str(m) '_' filename '_' num2str(TIME(fuer(1,3),1)) '_'... 
             num2str(TIME(fuer(1,3),2)) '_orig_data']; 
        newname_1=[num2str(m) '_' filename '_' num2str(TIME(fuer(1,3),1)) '_'... 
             num2str(TIME(fuer(1,3),2)) '_orig_data.eps']; 
        saveas(1,[newname1],'jpg') 
        saveas(1,[newname_1],'psc2') 
        newname2=[num2str(m) '_' filename '_' num2str(TIME(fuer(1,3),1)) '_'... 
             num2str(TIME(fuer(1,3),2)) '_EWMA']; 
         newname_2=[num2str(m) '_' filename '_' num2str(TIME(fuer(1,3),1)) '_'... 
             num2str(TIME(fuer(1,3),2)) '_EWMA.eps']; 
        saveas(2,[newname2],'jpg') 
        saveas(2,[newname_2],'psc2') 
        cambios=[cambios;TIME(fuer(1,3),1) TIME(fuer(1,3),2)]; 
    else 
        plot(time,ew,'b',time,mu,'g',time,U,'r',time,L,'r') 
        hline1 = line(time,ew,'LineWidth',2); 
        title({[' EWMA Chart for the ', variable_title,];['Baseline: '... 
            ,num2str(m),' months']},'FontSize',25) 
        xlabel('Time','FontSize',20) 
        ylabel('EWMA','FontSize',20)    
        newname1=[num2str(m) '_' filename '_nochange_orig_data']; 
        newname_1=[num2str(m) '_' filename '_nochange_orig_data.eps']; 
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        saveas(1,[newname1],'jpg') 
        saveas(1,[newname_1],'psc2') 
        newname2=[num2str(m) '_' filename '_nochange_EWMA']; 
        newname_2=[num2str(m) '_' filename '_nochange_EWMA.eps']; 
        saveas(2,[newname2],'jpg') 
        saveas(2,[newname_2],'psc2') 
        fuer=zeros(1,2); 
        cambios=[cambios; fuer(1,:)]; 
    end 
    fuertes{qqq,1}={UI_2;LI_2}; 
    fuertes{qqq,2}=mu(1); 
    fuer=[];mu=[];U=[];L=[];ew=[];e=[];UI_2=[];LI_2=[]; 
    close all 
end  
 
% All figures are saved in the concurrent directory. 
 
The same procedure is made to annual analysis. 
 
APPENDIX A2   
Description of “year_series(months_init, year_init, months_finl, 
year_finl)” function 
function time=year_series(months_init,year_init,months_finl,year_finl) 
global TIME 
years=(year_init:year_finl)'; 
MESES=(1:12)'; 
meses=MESES/12; 
time=[];TIME=[]; 
for i=1:length(years) 
    t=years(i)*ones(12,1); 
    TIME=[TIME;t MESES]; 
    time=[time;t+meses]; 
end 
dif=12-months_finl; 
time=time(months_init:end-dif); 
TIME=TIME(months_init:end-dif,:); 
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APPENDIX B 
Localization Caribbean Stations  

TABLE B.1 The number of station data from the Caribbean area. 
 

YEAR LOCALIZATION COUNTRY No. CODE DUP. 
BEG. END 

NAME STATION 
Latitude Longitude 

0 1952 1970 CABO SAN ANTO 21.87 -84.95 1 (4067) 831-0000 
1 1971 1980 CABO SAN ANTO 21.87 -84.95 

2 (4067) 831-3000 0 1952 1981 ISABEL RUBIO, 22.17 -84.1 
0 1952 1981 PASO REAL DE 22.55 -83.3 3 (4067) 831-7000 
1 1971 1980 PASO REAL DE 22.55 -83.3 
0 1899 1991 CASA BLANCA, 23.17 -82.35 
1 1951 1990 CASA BLANCA, 23.17 -82.35 
2 1971 1980 CASA BLANCA, 23.17 -82.35 

4 (4067) 832-5000 

3 1987 1995 CASA BLANCA, 23.17 -82.35 
5 (4067) 834-3001 0 1961 1980 SANTA CLARA /UNIV. 22.43 -79.9 
6 (4067) 834-8000 0 1952 1981 CAIBARIEN, VI 22.52 -79.45 

0 1961 1981 SANCTI SPIRIT 21.93 -79.45 7 (4067) 834-9000 
1 1971 1980 SANCTI SPIRIT 21.93 -79.45 

8 (4067) 835-3000 0 1952 1981 NUEVITAS,CAMA 21.53 -77.25 
0 1961 1981 CAMAGUEY, CAM 21.4 -77.85 
1 1971 1980 CAMAGUEY, CAM 21.4 -77.85 9 (4067) 835-5000 
2 1961 1970 CAMAGUEY, CAM 21.4 -77.85 
0 1952 1981 CABO CRUZ, GR 19.85 -77.23 

CUBA 

10 (4067) 836-0000 
1 1971 1980 CABO CRUZ, GR 19.85 -77.23 
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11 (4067) 836-4001 0 1961 1980 SANTIAGO DE CUBA/UNIV 20.05 -75.82 
0 1945 2003 GUANTANAMO,OR 19.9 -75.13 
1 1946 1981 GUANTANAMO,OR 19.9 -75.13 12 (4067) 836-7000 
2 1961 1970 GUANTANAMO,OR 19.9 -75.13 

13 (4067) 836-8001 0 1971 1980 GUANTANAMO/INST.TEC. 20.13 -75.2 
0 1952 1981 PUNTA DE MAIS 20.25 -74.15 14 (4067) 836-9000 
1 1971 1980 PUNTA DE MAIS 20.25 -74.15 
0 1961 1980 MONTE CRISTI 19.85 -71.63 1 (4077) 845-1001 
1 1951 1960 MONTE CRISTI 19.85 -71.63 

2 (4077) 845-8001 0 1951 1990 PUERTO PLATA 19.8 -70.7 
3 (4077) 846-0000 0 1961 1981 SANTIAGO 19.47 -70.7 
4 (4077) 846-0001 0 1961 1970 JARABACOA 19.12 -70.63 

0 1951 1970 LA VEGA DOMINICAN REPUBLIC 19.2 -70.5 5 (4077) 846-0002 
1 1971 1980 LA VEGA DOMINICAN REPUBLIC 19.2 -70.5 

6 (4077) 846-0003 0 1951 1970 SAN FRANCISCO DE MACORIS D 19.3 -70.3 
7 (4077) 846-0004 0 1961 1970 SAN JOSE DE LAS MATAS 19.33 -70.93 
8 (4077) 846-0005 0 1961 1970 MONCION 19.4 -71.15 

0 1951 1970 VALVERDE MAO DOMINICAN ZEP 19.6 -71.1 9 (4077) 846-0006 
1 1971 1980 VALVERDE MAO DOMINICAN ZEP 19.6 -71.1 

10 (4077) 846-4001 0 1971 1980 SANTIAGO DE LOS CABAL 19.43 -69.77 
11 (4077) 846-4002 0 1961 1980 CABRERA 19.63 -69.9 

0 1951 1970 SANCHEZ DOMINICAN REPUBLIC 19.2 -69.6 12 (4077) 846-6001 
1 1971 1980 SANCHEZ DOMINICAN REPUBLIC 19.2 -69.6 
0 1951 1970 SAMANA DOMINICAN REPUBLIC 19.2 -69.3 13 (4077) 846-6002 
1 1971 1980 SAMANA DOMINICAN REPUBLIC 19.2 -69.3 
0 1951 1981 SABANA DE LA 19.05 -69.38 14 (4077) 846-7000 
1 1971 1980 SABANA DE LA 19.05 -69.38 
0 1952 1970 EL SEYBO DOMINICAN REPUBLI 18.8 -69 

DOMINICAN 
REPUBLIC 

15 (4077) 846-7001 
1 1971 1980 EL SEYBO DOMINICAN REPUBLI 18.8 -69 
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16 (4077) 847-0001 0 1952 1970 NEYBA DOMINICAN REPUBLIC 18.5 -71.4 
0 1951 1970 SAN JUAN DE LA MAGUANA DOM 18.8 -71.2 17 (4077) 847-0002 
1 1971 1980 SAN JUAN DE LA MAGUANA DOM 18.8 -71.2 
0 1961 1980 CONSTANZA 18.9 -70.73 18 (4077) 847-0003 
1 1961 1970 CONSTANZA 18.9 -70.73 
0 1951 1970 MONTE PLATA DOMINICAN REPU 18.8 -69.8 19 (4077) 847-3001 
1 1971 1980 MONTE PLATA DOMINICAN REPU 18.8 -69.8 
0 1961 1980 COTUI 19.05 -70.13 20 (4077) 847-3002 
1 1961 1970 COTUI 19.05 -70.13 
0 1951 1970 LA ROMANA DOMINICAN REPUBL 18.4 -69 21 (4077) 847-9001 
1 1971 1980 LA ROMANA DOMINICAN REPUBL 18.4 -69 
0 1951 1981 CABO ENGANO            DOMINIC 18.62 -68.33 22 (4077) 847-9002 
1 1971 1980 CABO ENGANO            DOMINIC 18.62 -68.33 
0 1954 1981 BARAHONA 18.22 -71.1 23 (4077) 848-2000 
1 1971 1980 BARAHONA 18.22 -71.1 

24 (4077) 848-2001 0 1951 1970 AZUA DOMINICAN REPUBLIC 18.5 -70.7 
0 1951 1970 SAN CRISTOBAL DOMINICAN RE 18.4 -70.1 25 (4077) 848-4001 
1 1971 1980 SAN CRISTOBAL DOMINICAN RE 18.4 -70.1 

26 (4077) 848-5000 0 1971 1980 LAS AMERICAS 18.43 -69.67 
0 1952 1970 SAN PEDRO DE MACORIS DOMIN 18.5 -69.3 27 (4077) 848-5001 
1 1971 1980 SAN PEDRO DE MACORIS DOMIN 18.5 -69.3 
0 1951 1991 SANTO DOMINGO 18.43 -69.88 
1 1961 1970 SANTO DOMINGO 18.43 -69.88 28 (4077) 848-6000 
2 1987 2004 SANTO DOMINGO 18.43 -69.88 
0 1899 1967 PORT-AU-PRINC 18.57 -72.3 HAITI 1 (4117) 843-9000 
1 1991 1993 PORT-AU-PRINC 18.57 -72.3 
0 1931 1960 NEGRIL POINT LIGHTHOUSE JA 18.3 -78.4 1 (4137) 838-7001 
1 1961 1970 NEGRIL POINT LIGHTHOUSE JA 18.3 -78.4 

JAMAICA 

2 (4137) 838-8000 0 1938 1991 MONTEGO BAY/S 18.5 -77.92 
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1 1962 1990 MONTEGO BAY/S 18.5 -77.92 
2 1987 2005 MONTEGO BAY/S 18.5 -77.92 
0 1943 1991 KINGSTON/NORM 17.93 -76.78 
1 1955 1990 KINGSTON/NORM 17.93 -76.78 3 (4137) 839-7000 
2 1987 2005 KINGSTON/NORM 17.93 -76.78 

4 (4137) 839-7001 0 1961 1970 CINCHONA GARDENS JAMAICA 18.1 -76.7 
5 (4137) 839-9000 0 1951 1970 MORANT POINT 17.92 -76.18 

0 1899 1991 SAN JUAN/INT. 18.43 -66 
1 1955 2005 SAN JUAN/INT. 18.43 -66 
2 1951 1990 SAN JUAN/INT. 18.43 -66 
3 1961 1980 SAN JUAN/INT. 18.43 -66 
4 1945 1962 SAN JUAN/INT. 18.43 -66 

1 (4357) 852-6000 

5 1984 1993 SAN JUAN/INT. 18.43 -66 
2 (4357) 852-6003 0 1899 1960 AGUIRRE             PUERTO RIC 18 -66.2 
3 (4357) 852-6004 0 1951 1980 PONCE 18.02 -66.57 

0 1951 1970 LAJAS SUBSTATION PUERTO RI 18.1 -67.1 4 (4357) 852-6005 1 1971 1980 LAJAS SUBSTATION PUERTO RI 18.1 -67.1 
5 (4357) 852-6006 0 1951 1979 BARRANQUITAS 18.17 -66.32 

0 1899 1970 MAYAGUEZ            PUERTO RIC 18.2 -67.1 6 (4357) 852-6007 1 1971 1980 MAYAGUEZ            PUERTO RIC 18.2 -67.1 
7 (4357) 852-6008   1951 1980 JUNCOS 18.25 -65.92 

0 1951 1970 COLOSO 18.38 -67.15 (4357) 852-6010 1 1951 1970 COLOSO 18.38 -67.15 8 
(4357) 852-6011 0 1971 1980 COLOSO 18.38 -67.15 

9 (4357) 852-6012 0 1951 1980 ISABELA SUBSTATION 18.47 -67.07 
10 (4357) 852-6013 0 1951 1980 ARECIBO 18.47 -66.7 
11 (4357) 852-6014 0 1949 1970 BORINQUEN/AIRPORT 18.5 -67.13 
12 (4357) 853-5002 0 1971 1980 HUMACAO 18.13 -65.83 
13 (4357) 853-5003 0 1947 2003 ROOSEVELT ROADS 18.25 -65.63 

PUERTO 
RICO 

14 (4357) 853-5004 0 1899 1970 FAJARDO             PUERTO RIC 18.3 -65.7 



 
 
 

 
 

 133

1 1971 1980 FAJARDO             PUERTO RIC 18.3 -65.7 
15 24256 1 1970 2005 ADJUNTAS SUBSTATION 18.17 -66.8 
16 24224 1 1969 1980 AGUIRRE 17.97 -66.22 
17 24260 1 1906 1966 AIBONITO 1 S 18.13 -66.26 
18 24262 1 1931 1999 ARECIBO 3 ESE 18.45 -66.67 
19 24264 1 1980 2005 ARECIBO OBSERVATORY 18.35 -66.75 
20 24283 1 1955 2005 CANOVANAS 18.38 -65.89 
21 24290 1 1955 2002 CAYEY 1 E 18.11 -66.15 
22 24293 1 1969 2005 CERRO MARAVILLA 18.16 -66.56 
23 24297 1 1899 2005 COLOSO 18.38 -67.16 
24 24300 1 1931 2005 COROZAL SUBSTATION 18.33 -66.36 
25 24304 1 1931 2005 DORADO 2 WNW 18.47 -66.31 
26 24305 1 1937 2005 DOS BOCAS 18.34 -66.67 
27 24308 1 1931 1996 FAJARDO 18.31 -65.65 
28 24316 1 1911 2005 GUAYAMA 2 E 17.98 -66.09 
29 24321 1 1957 2005 GURABO SUBSTATION 18.26 -65.99 
30 24324 1 1931 1996 HUMACAO 2 SSE 18.13 -65.82 
31 24327 1 1901 2005 ISABELA SUBSTATION 18.46 -67.16 
32 24334 1 1931 2005 JUANA DIAZ CAMP 18.05 -66.5 
33 24335 1 1931 2005 JUNCOS 1 SE 18.23 -65.91 
34 24337 1 1900 2005 LAJAS SUBSTATION 18.03 -67.07 
35 24340 1 1903 1991 LARES 18.28 -66.88 
36 24343 1 1959 2005 MAGUEYES ISLAND 17.97 -67.05 
37 24344 1 1900 2005 MANATI 2 E 18.43 -66.47 
38 24346 1 1969 2005 MARICAO 2 SSW 18.15 -66.99 
39 24349 1 1899 2003 MAUNABO 18.01 -65.9 
40 24351 1 1957 2005 MAYAGUEZ AIRPORT 18.25 -67.15 
41 24350 1 1900 2005 MAYAGUEZ CITY 18.19 -67.14 
42 24355 1 1980 2005 MONA ISLAND 2 18.03 -66.53 
43 24370 1 1969 2005 PICO DEL ESTE 18.27 -65.76 
44 24374 1 1954 2005 PONCE 4 E 18.03 -66.53 
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45 24379 1 1955 2000 QUEBRADILLAS 18.47 -66.94 
46 24382 1 1968 2005 RINCON 18.34 -67.25 
47 24389 1 1959 2005 RIO PIEDRAS EXP STN 18.39 -66.05 
48 24400 1 1957 2005 SAN JUAN WSFO AP 18.44 -66 
49 24405 1 1955 1997 SAN SEBASTIAN 2 WNW 18.35 -67.01 
50 24410 1 1982 2005 TORO NEGRO FOREST 18.17 -66.49 
51 24412 1 1957 2005 TRUJILLO ALTO 2 SSW 18.33 -66.02 
52 24413 1 1931 2002 UTUADO 18.26 -66.69 
53 24417 1 1955 1995 YABUCOA 1 NNE 18.06 -65.87 
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Figure B.1 Localization of 53 Puerto Rico Stations. 
 
 
 

 
Figure B.2 Localization of 14 Cuba Stations. 
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Figure B.3 Localization of 1 Haiti and 28 Republic Dominic stations. 
 
 

 
 
 
Figure B.4 Localization of 5 Jamaica stations. 
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APPENDIX C 
The goal is to obtain the station air temperature of a missing value by using NCEP air 
temperature, 

NCEPstation bTaT +=  
where, TNCEP are the values employed to predict and Tstation are the values that will be 
predicted;  square minimum method was used to fit the equation. 
First, it was necessary to obtain the values of ”a” and “b”, next, with these values will be 
predicted the missing values to exact time. 
 

y = 0.9991x - 0.1985
Corr = 0.9288

72
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72 74 76 78 80 82 84 

Figure C.1 Correlation between the observed and NCEP mean air surface 
temperature to PR. The Correlation between the station and NCEP air 
temperature is big and with this result can estimate the missing values. 
 
TABLE C.1 Correlation value to the Caribbean area. 

Country Variable Correlation Value 
Mean AST 0.9288 
Minimum AST 0.9684 Puerto Rico 
Maximum AST 0.9018 
Mean AST 0.8992 
Minimum AST 0.9534 Cuba 
Maximum AST 0.9476 

Republic Dominican Mean AST 0.8788 
Haiti Mean AST 0.8948 

Jamaica Mean AST 0.9076 
Average value 0.9200 
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APPENDIX D 
Average Temperature in the Caribbean 
In relation of the different behavior of the temperature shown in the section 6.1.2.A, about 
the Caribbean, was necessary to appreciate what is its behavior around the Caribbean. So, we 
employ NCEP monthly temperature from January 1948 until December 2005 and they were 
made an average to each point, to latitude and longitude specific, by obtaining the Figure 
D.1. 
 

 
Figure D.1 Time Series Averages of Mean Air Surface Temperature from 
January 1948 until December 2005. 
 
 
Figure D.1 shows that Caribbean has not the same behavior; each region has a special 
climatology. Northeast area is hotter than south area with respect to the middle of the 
Caribbean area. But the another restlessness was that Figure D.1 only shows the specific 
temperature but it is not clear with respect to each area is faster increasing or decreasing its 
temperature. Then, a linear equation was made 

btaTNCEP +=  
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Where, t goes to 1 until the length of the NCEP time series, a is the intercept and b is the 
slope of the linear regression, and TNCEP are the values of the temperature. Where the slope is 
going to indicate increase or decrease velocity of the Caribbean area. Figure D.2 shows this 
analysis and the slope was multiplied by 1000. This shows that the west area is increasing 
faster. 

 
Figure D.2 Slope (x1000) of Mean Air Surface Temperature from January 
1948 until December 2005. 
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APPENDIX E 
Classification based in Southern Oscillation Index (SOI) of Jun - Nov 
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Figure E.1 Southern Oscillation Index (SOI) of Jun - Nov. 
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Figure E.2 MEI (blue) and ONI (brown) index to the year (a), 1959, (b) 
1961 and (c) 1990. 
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APPENDIX F 
Comparison between Simulated and Observed data to 
March 1998 
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Figure F.1 Simulated (blue) and Observed (red) data from 27 COOP 
stations in PR to (a), The temperature (ºF), and (c) The Rainfall (mm).  
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