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MAYAGÜEZ CAMPUS

2009

Approved by:
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In many applications, self contained Electric Power Distribution Systems (EPDS)

require high survivability under fault conditions. A fault produces an immediate

change in the system topology resulting in potential loss of energy to critical system

components and system collapse.

During fault conditions, it is required for the EPDS to maintain a minimum

level of functionality. To achieve this goal, it is necessary to have supervisory control

systems that can reconfigure the system topology from a fault condition to a new

topology that meets minimal operation requirements.

This thesis presents an reconfiguration algorithm for EPDS, specifically for DC

Zonal Electric Distribution Systems (DCZEDS), which solves the reconfiguration

problem as a maximum flow optimization problem for power balance under safe

operating conditions that takes load priority into consideration and minimizes the

switching operations to achieve the new EPDS topology. The main tool is graph-

theory, where the reconfiguration problem is solved by solving a multi-objective

network flow optimization problem. Simulation results are presented that demon-

strate the functionality of the proposed approach.
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GRAFOS

Por

Julia P. Certuche-Alzate

Mayo 2009

Consejero: Miguel Vélez Reyes
Departamento: Ingenieŕıa Eléctrica y Computadoras

En muchas aplicaciones, la distribución de potencia en sistemas autocontenidos

requieren alta estabilidad bajo condiciones de falla. Una falla produce un cambio

inmediato en la topoloǵıa del sistema, ocasionando una potencial pérdida de enerǵıa

para los sistemas cŕıticos y que el sistema colapse.

Durante condiciones de falla, los sistemas de distribución de potencia requieren

mantener un nivel mı́nimo de funcionalidad. Para alcanzar esta meta, es necesario

tener systemas para control supervisorio que puedan reconfigurar la topoloǵıa del

sistema desde una condición de falla hacia una nueva topoloǵıa que reuna los re-

querimientos de operacion mı́nima.

Esta tesis presenta un algoritmo de reconfiguración para sistemas de distribución

de potencia autocontenidos, espećıficamente para sistemas zonales DC (DC ZEDS),

el cual resuelve el problema de reconfiguración como un problema de optimización

de flujo máximo para balance de potencia bajo condiciones de operación seguras,

considerando la prioridad de cargas y minimizando las operaciones de conmutación

para alcanzar la nueva topoloǵıa del sistema. La herramienta utilizada es la teoŕıa

de grafos, donde el problema de reconfiguración es resuelto solucionando un prob-

lema multiobjetivo de optimización de flujo en redes. Resultados de simulación son

presentados para demostrar la funcionalidad del algoritmo propuesto.
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thankful. I am grateful to my thesis committee members, Dr. Efrain O’Neill Carrillo
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CHAPTER 1

Introduction

1.1 Justification

Modern DC Power Electric Distribution System requires high survivability un-

der failure conditions. In general, the requirements of installed loads are nearly close

to the maximum capacity supplied by a generator, and when a fault occurs, this pro-

duces an immediate change in the system topology. The loss of power balance in

the system can result in equipment damage, harmful operation conditions and in

extreme cases may produce the entire system collapse. Therefore, DC Power Elec-

tric Distribution Systems require fast reconfiguration capability in order to maintain

critical loads working.

The reconfiguration system is part of the control system reconfiguration devel-

oped to maintain operating conditions under failure conditions. The control system

reconfiguration includes advanced monitoring and control of all sensors and protec-

tive devices, a geographical data base, a fault detection technique, and a reconfigura-

tion technique [13]. Protective devices are used in electric power systems to prevent

or limit damage during abnormalities and to minimize their effect on the remainder

of the system [13]. The Figure 1–1 shows a basic control system reconfiguration

in electric power distribution systems (EPDS), which can be applied centralized or

distributed.

1
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EPDS

Protective Devices

Sensors

Reconfiguration

Monitoring

Fault Detection

(Centralized or Distributed)

Control

Figure 1–1: Block diagram of the control reconfiguration system for EPDS.

The purpose of power system reconfiguration is to isolate the part of the system

where the fault occurred, carrying out a network topology change, and a load shed-

ding scheme to adjust the load demand to the available generation. Moreover, the

reconfiguration mechanism looks for the new network configuration that minimizes

or maximizes particular system characteristic.

There are many works in power network reconfiguration, most of them take

into consideration; fault isolation, load shedding and operational limits. However,

the area of DC Power Electric Distribution Systems regarding variable load, and

operation system constraints remain open. This research presents an algorithm for

network reconfiguration on a DC Zonal Electric Distribution System (DCZEDS),

that maximizes the amount of load served, taking into account load shedding, sys-

tem constraints, loads priority and variable load.

In this research, the graph theory was selected to develop the reconfiguration

algorithm, because is very general and has been used in several applications of

power system networks, including representation, analysis and simulation. Also,

this theory may simplify the representation of switching procedures into a complex
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power system. Several power system operations and management problems can be

formulated as optimization over graphs than can be solved by matrix manipulations.

1.2 Objectives

The main objective of this research is to study a self-reconfiguration of an

Electric Power Distribution Systems using methods based on graph theory.

Specific objectives of these work are:

• To study the fundamental concepts of graph theory and its applications in power

networks.

• To represent a DC Zonal Electric Distribution System (DCZEDS) using graph

theory.

• To design a reconfiguration network algorithm using graph theory.

• To evaluate the algorithm applicability on a DCZEDS under some fault scenarios.

• To evaluate the applicability of the reconfiguration algorithm on different DCZEDS.

1.3 Summary of contributions

The major contributions of this thesis can be summarized as follows:

1. The reconfiguration algorithm is adaptable to any DC zonal system because it is

only necessary to define the matrices required by the algorithm; the most important

issue is to define the nodes and edges of the system. Therefore for other systems,

it is not necessary to change any function or routine into the algorithm to develop

the reconfiguration process.

2. Develop of operations over the graph matrices, in order to represent the power

network topology changes, and to facilitate seek of the better paths to reconfigure

the system.
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3. The algorithm takes in consideration the reconfiguration of DC Zonal Electric

Distribution Systems for variable loads, and were developed different schemes of

load shedding.

4. As it is known, it is possible to generate subsequent fault when the reconfiguration

process is done, e.g., if a power constraint is not considered at the moment of

selecting a particular node, this decision may results in a new fault. This algorithm

has been designed considering power system constraints to avoid these types of

faults.

1.4 Thesis Outline

Chapter 2 contains the background theory. Chapter 3 presents a detailed math-

ematical formulation of the reconfiguration problem as an optimization problem and

its application to a DC Zonal Electric Distribution System. Chapter 4 provides a

complete description of the reconfiguration algorithm developed. Chapter 5 presents

simulation results under some fault scenarios. Finally, Chapter 6 presents conclu-

sions and recommendation for future work.



CHAPTER 2

Literature Review

2.1 Overview

This Chapter presents the basic concepts of Electrical Power Systems, recon-

figuration for power system, Graph theory, and a brief comparison between Radial

and Zonal configuration. Also describes some reconfiguration process using graph-

theory.

2.2 Electric Power Systems

Power systems are one of the most fundamental aspects of electrical engineer-

ing, because such systems generate and control the energy that enables all electric

and electronic capabilities in the society [1]. Utility Electric Power System (EPS)

consists of generation resources, transmission systems, distribution systems, and

control [15]. The transmission system interconnects all major generating stations

and main load centers in the system. In forms the backbone of the power system

and operates at the highest voltage levels (typically, 230KV and above). The gen-

erator voltages are usually in the range of 11 to 35KV . These are stepped up to

the transmission voltage level, and power is transmitted to transmission substations

where the voltages are stepped down to the subtransmission level (typically, 69KV

to 138KV ). The subtransmission system transmits power in smaller quantities from

5
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the transmission substations to the distribution substations. The distribution sys-

tem represents the final stage in the transfer of power to the individual customers.

The primary distribution voltage is typically between 4.0KV and 34.5KV [36].

The need for improvement in comfort, convenience, entertainment, safety, com-

munications, maintainability, supportability, survivability, and operating costs re-

quire more electric vehicular systems. Therefore, EPS with larger capacities and

more complex configurations are required to facilitate increasing electrical demands

in advanced vehicles [1]. EPS is an example of a self contained power system such

as those implemented into marine, automotive and aerospace applications. These

systems have unique system architectures, characteristics, dynamics and stability

problems that are not similar to those of utility electrical power systems.

The Electric Power System used in this study is a self-contained shipboard

power system. The naval electrical power system attempts to optimize the delivery

of electric power to vital loads when faults occurs, due to component failures, load

dynamics and hostile disruptions [3].

2.3 Electrical Distribution System in Shipboard

The naval ship power system consists of two main designs namely; segregated

and integrated power system. In the segregated power system (SPS), each of the

ship services and the ship propulsion load are provided from segregated sets of ge-

nerators. On the other hand, in the integrated power system (IPS), the ship service

and the propulsion loads are provided by a common set of generators [32]. The

Naval ship integrated power system consists of AC generators over ground cables,
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propulsion loads, inverters, rectifiers and AC-DC ship service loads [1]. The ship

power distribution system architecture is designed in various forms based on specific

load requirements; radial distribution system, ring distribution system, and zonal

distribution system.

2.3.1 Radial Electric Power Distribution system

Today, AC radial or ring-type distribution systems are implemented in ship-

board. These systems have multiple generators (typically three or four), which are

connected to a number of switchboard panels and the 450V, 60Hz three-phase AC

is then distributed throughout the ship to load centers [17].

These systems generate and distribute electric power using an ungrounded delta

configuration, allowing the power system operating continuously in the event of a

single-phase-to-hull fault [6]. However, this electrical distribution system is expen-

sive due to the high cost of power cables and switchboard feeder circuits [17].

Since the advancement in power electronics, in terms of increase in power den-

sity, reliability of power switching, elements with reduced cost, and the advance in

control techniques using power electronics converter, different organizations have

started looking for new options to change the architecture of electrical power distri-

bution system [1].

2.3.2 Zonal Electric Power Distribution system

In 1997, the ship USS Oscar Austin (DDG 79) was retrofitted from a radial

topology to a zonal topology [3]. The radial distribution architecture is contrasted

with a zonal approach in Figure 2–1 [52].

In zonal electric distribution system, the conventional shipboard and conven-

tional panels had been replaced with individual power electronics modules installed
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Figure 2–1: Conventional and Zonal Distribution Architectures [52]

on a power bus in the vicinity of respective loads [1]. Furthermore, the power in

this topology is provided to loads using longitudinal feeders around the ship, this

maximizes the distance between the busses and, in turn, maximizes the survivability

of one of the busses during a casualty[3]. Additionally, the effects of damage to the

distributed system and other equipment will not disturb generators [52].

For a better understanding of zonal topology, the author in [20] defines a num-

ber of key terms, detailed a number of different zonal architectures, described the

situations where the architectures are best suited and proposed a framework for

zonal ship design.

Zonal distribution architectures provide maximum protection (fault tolerance),

reduce cabling, and are cheaper than radial distribution [21]. A zonal distribution
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system also allows equipment installation and testing prior to zone assembly [17].

On the other hand, this accomplishes fast reconfiguration of the vital ship systems

in the event of fault or when new equipment is introduced. The main bus in Zonal

Electric Distribution System ZEDS could be AC or DC.

AC Zonal Electric Distribution System

The AC zonal system employs a new phase-oriented controller that ensures

uninterrupted power to critical loads even despite the loss of portions of the power

distribution network. This system is suitable for use in either military or commercial

(premium power parks) applications, and will yield high power quality in a surviva-

ble AC zonal system [21].
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Figure 2–2: AC Zonal Electric Distribution System [1]

An example of an AC zonal distribution is shown in Figure 2–2, where, AC

electrical loads receive power from the AC/AC converters at various voltages and
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frequencies. AC/AC converters are also used as electric drives for single and three-

phase AC motors [21]. Different DC electrical loads in the system receive supply

from single or three-phase controlled AC/DC rectifiers. Power quality can be main-

tained in AC zonal distribution system with active filters for harmonic elimination

[1]. However, this type of distribution system has problems of voltage dips at various

points in the system due to the transients resulting from any casualty, switching, or

sudden increase in power demand [33]. Moreover, variation of voltage and frequency

propagates its effect on the entire system, affecting performance of individual equip-

ment and instruments as well as power electronics converters. Therefore, AC zonal

electrical distribution systems are unable to meet all distinct features of power elec-

tronic based systems.

DC Zonal Electric Distribution System

DC/AC
inverter

DC/AC
inverter

DC/AC
inverter

converter
DC/DC

converter
DC/DC

converter
DC/DC

Load
Vital

Load
Vital

AC
Load

Main DC  Bus

Load
DC

Alternate  DC  Bus

Figure 2–3: DC Zonal Architecture (DCZEDS) [17]

An example of a DC zonal distribution is shown in Figure 2–3. In this type

of distribution system, the generator voltages are rectified and the resulting DC
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is distributed along the main and alternate busses. Each bus is connected to an

electrical zone through a power converter that serves to buffer the main bus and the

intra-zone electrical loads [8]. The inverters would then provide the single and three-

phase power requirements of the zone. The input buffering converter is a step-down

DC/DC buck converter and is termed the Ship Service Converter Module (SSCM)

while the DC/AC pulse width modulation (PWM) inverter unit is termed the Ship

Service Inverter Module (SSIM)[17].

These power conversion and distribution modules (SSCM’s and SSIM’s) are

multifunctional, performing the power conversion, monitoring and limiting the cur-

rent through the semiconductor devices and protecting the system during fault con-

ditions [17]. Thus, DCZEDS facilitates isolating faults to an electrical zone and

prevent propagation of the fault.

DCZEDS will also offers advantages in terms of the number of power conver-

sion stages. For instance, various combat systems require 400Hz in combination

with a number of DC voltages. In the AC distribution system, this would require

that the distributed three-phase AC must be rectified, converted to 400Hz with an

inverter, shifted to an appropriate voltage level with a transformer, then once again

rectified to provide the required DC power. In DCZEDS, there is no need to have

an intermediate 60Hz step [17]. Also, the implementation of DCZEDS has reduced

the requirement of large AC swithgear and magnetic components, which reduces the

size,weight and cost of the overall system [1]. Detection and restoration of faults

also become simple because of DC load flow analysis. Furthermore, in this type

of distribution system, transients can be restricted to particular zones only with

superior control techniques used for individual modules. As the required power con-

version for electrical loads is made at separate zones, harmonic distortion is lower

than in AC distribution systems and the effects of voltage and frequency variations
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are limited [1].

For a distributed system, zonal survivability is the ability of the distributed

system, when experiencing internal faults confined to adjacent zones, to ensure loads

in undamaged zones do not experience a service interruption. Zonal survivability

assures faults do not propagate outside the adjacent zones in which the fault is

experienced. For many distributed system design, zonal survivability requires that

at least one longitudinal bus remains serviceable, even through damaged zones [20].

2.4 Reconfiguration of Power Systems

In many critical applications, DC Electric Power Distribution Systems require

high survivability under failure conditions. In general, the requirements of installed

loads are nearly close to the maximum capacity supplied by a generator, and when

a fault occurs produces an immediate change in the system topology. Therefore,

EPDS require fast reconfiguration in order to maintain critical loads working. Net-

work reconfiguration is mainly done for load restoration, loss minimization, and load

balancing [48].

Most of the works have been developed considering a centralized control; these

involve expert systems, evolutionary algorithms, artificial intelligence and fuzzy logic

[50]. In [61], the author proposed an expert-system-based reconfiguration method-

ology for load restoration in shipboard power systems.

Other field related with the shipboard reconfiguration, which calls researchers at-

tention is distributed control. Distributed controllers implemented using agents,

exchange information to achieve a collective goal [48]. A self-reconfigurable DC

Zonal Electric Distribution System (DCZEDS) was developed in order to maximize
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the number of served loads with highest priority using MultiAgent Systems (MAS)

in [29]. Also, this MAS was capable to respond when a fault is cleared, allowing the

system to restore power to loads that were disconnected to supply power to higher

priority loads. When there is more than one alternative to feed a load, the MAS

connects its loads to the lowest cost option. In this work, the authors assume that

load priorities are fixed regardless of changing situations.

The methods agent-based are only interesting with regards to the specified network

structure or tasks [48]. Even more general agent-based control schemes are currently

lacking in rigorous proof of optimality, especially in severe failure scenarios.

The global concept of the reconfiguration process in this research, is developed

thinking in a centralized control, and is based on the adaptive protection algorithm

developed by [2], which consists mainly of four main algorithms. These algorithms

and their interaction are depicted in the block diagram of Figure 2–4.

Main Data 
System 

Recognition

Topology

Flow
Power

Analysis
Fault

Setting

Protection

Figure 2–4: Block diagram of the reconfiguration process for EPDS [2]
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The reconfiguration process is activated by a signal and can run repeatedly at

a specified interval of time. The system data block contains the information and

current data of the system to be processed by the four algorithms. These data

are received from data sensors, which continually monitor the system parameters

and are usually changed by protection and reconfiguration actions. The topology

recognition algorithm is used to determine the system configuration from the sys-

tem data. The Fault analysis algorithm determines the kind of fault occurred and

isolates the fault if it is necessary. The power-flow algorithm analyzes the power

flow into the system and obtains the optimum power that must to flow through

the edges. The protection section algorithm adjusts system protection settings to

guarantee an adequate level of protection. These algorithms must be customized

according to system because protection setting requires a detailed knowledge of the

apparatus to be protected, such as generators, transformers and motors [2].

Some other research directions in network reconfiguration methods have been

explored. For example, in [31], the authors worked on loss minimization and fix load

balancing for an AC shipboard power system, they proposed a fast reconfiguration

algorithm to maintain power balance of the remaining power system parts after fault

detection and isolation. They represented the shipboard power system topology u-

sing a graph, found the fault location and its impact based on the differential zone

protection scheme, and implemented reconfiguration actions to minimize the loss of

load considering load priorities without consideration to system constraints.

Graph theory applications in power networks simplify the representation of

switching procedures in a complex power system; converting various problems of

power system analysis into graph-based problems, and developing system opera-

tions through graph-based numerical problems. Also, graph theory can simplify
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power system representation and represent any system topology change as a graph

operation. Since a shipboard power system is small in area and has possible full

system measurement, graph representation of the system topology is helpful in an-

alyzing system reconfiguration and operations [31].

The authors in [31] represented the shipboard power system model showed

in Figure 2–5 with a graph. In this model, the main components include service

switchboards, buses, cables, generators, and load feeders. Interconnections of these

components consist of breakers, circuit transformers (CTs), or combinations of cir-

cuit breaker and transformer. The authors show the relationship between the major

components of shipboard power system and the corresponding graphical elements

in Table 2–1.

Figure 2–5: A shipboard power system model [31]
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Figure 2–6 shows the graph representation of the power system in Figure 2–5.

The direction of the edge is related to the polarity of the corresponding CT connec-

tion.

Table 2–1: Graph Representation [31]

Components in Shipboard Power Systems Graph Elements
Service switchboard Vertex

Bus Vertex
Cable Vertex

Generator Vertex
Load feeder Vertex

Breaker Edge
CT Edge

Breaker-CT Edge

Figure 2–6: Graph representation of the model in Figure 2–5 [31].

They defined that each vertex with its directed edges represents a protec-

tion zone. They represent the relationship between nodes and edges, into a ma-

trix named Node-Arc Incidence matrix, for computer implementation. The au-

thors defined other matrices in order to develop the fast reconfiguration algorithm

such as: the breaker status matrix represents the system breaker open/close status

(BRK STATUS), the generator capacity contains the index of the generator breaker

and the corresponding generator capacity (GEN CAPACITY), the instantaneous
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power flow matrix through each breaker (BRK FLOW) and the load priority ma-

trix (LOAD PRIORITY). When single or multiple faults happen on the shipboard

power system, the fault detection function will quickly identify the faulted zone(s)

and isolate them. The corresponding tripped breaker status in the BRK STATUS

matrix will be updated to zero. Then a new system incidence matrix will be updated

after fault isolation by removing the row(s) of the isolated zone(s) and the column(s)

of the tripped breaker(s) for fault isolation. The algorithm will stop when it finds a

path with non-negative power balance, as well as when the tree space is completely

searched [31].

Other works had been developed using graph theory, in [16], a directed graph is

used to represent a power system network for power flow and determine the specific

generator contributions to different loads. Also an application of graph theory to

protection zone selection in microprocessor-based bus relays was done in [53]. They

illustrated the graphical representation of station bus arrangements, described graph

operations and associated matrix operations for zone selection, and showed an im-

plementation of the zone selection method in microprocessor-based bus relays. A

Network with fixed loads was worked by [10], using CPLEX optimization package,

they restore a maximum amount of load while satisfying the capacity and voltage

constraints directly. The proposed method does not require any load flow/power

flow analysis to verify the current and voltage constraints.

Some reconfiguration algorithms may reach unacceptable topologies and some

loads have to be shed to reach an acceptable topology. In such situations, algorithms

are needed to decide which particular loads will be shed, so that service disruptions

are reduced without sacrificing the service quality of critical loads. There are just a

few algorithms available to solve this problem, even though load shedding algorithms
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are required in several situations. In [57], a simple and effective algorithm has been

developed to determine the loads to be shed in order to overcome the abnormal

operating conditions in the radial system.

The works referenced before have developed reconfiguration network algorithms

with a fixed load scheme, but the truth is that; the load demand is varying conti-

nuously (e.g. variable-speed AC motor controller).

In [47], the discussion of static problems (ignoring all transient effects) focused

on performance improvement through minimization of network losses and prevention

of distribution cable overloads. The authors minimized losses through an optimal

allocation of discretionary currents in a managed network (DC networks), [45], or

through reconfiguration of the network topology [46].

That work considered a distribution network having N nodes, each of which may

be connected to an external circuit (a supply, a load, or a combination of the two).

This network has a graph G, with vertices representing nodes of the network and

arcs connections. Each arc is assigned an arbitrary direction for the purpose of

identifying current and voltage polarities. The analysis technique developed here

relies on viewing G as composed of two subgraphs: G = C
⋃

E , as indicated in

Figure 2–7. Each of the cable segments has associated impedance (resistance) zi = ri

Loss minimization by discretionary control

In a managed network the current flowing from the power bus into an external

circuit is taken to comprise two components:

• the demand component, which is under the control of the external circuit, but

subject to authorization from the bus controller; and
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Figure 2–7: A general distribution network.. [46]

• the discretionary component, which is under the control of the bus through current

set points transmitted periodically to the external circuit controller.

The discretionary currents as defined in [47]:

“This refers to the ability of a supply or load circuits to control its currents

in response to externally determined setpoints. In a conventional distribution

system with one point of supply, the supply current is determined for the sum of

the various load currents. If there is more than one supply, other factors must

be brought to bear on the allocation of current between supplies. Taking this

idea to a higher level of abstraction, any load with a controllable setpoint may be

thought of as a ‘virtual supply’, where an increase in the virtual supply current

corresponds to a reduction in load current brought about by a change in the

setpoint.”

The demand component of the current is sensed positive flowing from the bus

to the external circuit, while the discretionary component is sensed positive flowing

from the external circuit to the bus. The sum of all external circuit discretionary

ratings is the capacity of the system, and sets a limit on the aggregate of all demand

requests. Load shedding may potentially occurs when a reduction in its discretionary



20

rating leads to a reduction in system capacity. The theory developed is applicable

to any network in which the external circuits can be modeled as current sinks. The

analysis is specialized to managed DC networks by introducing the concept of a dis-

cretionary map, which expresses the quantitative relationship between discretionary

and demand components of current.

The Loss minimization problem is a quadratic (convex) optimization problem with

linear constraints, amenable to solution by a number of standard techniques. When

applying these techniques, it is convenient to state the problem in the “standard

form” [46]. This problem may be solved using the Least Distance Programming

(LDP) based on a least-squares approach.

Loss minimization by network reconfiguration

The authors in [45] solved the reconfiguration problem for radial power distri-

bution networks as follows: given a load profile for a distribution network with a

number of tie lines and switching points, find a radial configuration for the network

which minimizes the network losses . The problem was solved using graph-theoretic

framework, where the problem is to find a spanning tree in a graph with weighted

nodes and branches, such that an objective function of the weights, obtained by

reference to Ohms and Kirchoffs Laws (steady-sate)
∑

zji
2
j , is minimized.

The algorithm takes as input the reduced incidence matrix A of the distribution

network with tie lines included, the resistances rj of each cable segment, and the

external circuit current jk for the first N − 1 nodes. It begins by determining an

initial spanning tree Γ0 for the given network, and the sensitivity matrix S0 for the

corresponding tree network (obtained by inverting the appropriate submatrix of A).

The initial cable currents and losses are also calculated at this point. Starting from

these initial conditions, the algorithm generates all the spanning trees for the net-

work. The sensitivity matrix is modified row by row; whenever a row of the matrix
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changes, the corresponding cable current is recalculated and the losses perturbed by

the difference between the squares of the old and new currents, multiplied by the

appropriate cable resistance:

P ′
loss = Ploss + rj(| i′j |2 − | ij |2)

In the case of the row corresponding to the arc being substituted, the magnitude

of the current is unchanged, and the loss need only be altered to take account of the

physical cable substitution:

P ′
loss = Ploss + (rr − rq) | im |2

After each step the loss is compared with the minimum loss obtained so far,

and if not higher, the current configuration is recorded. In those cases where the

minimal loss configuration is not unique, the algorithm is capable of reporting all

configurations having the same minimal loss.

This algorithm does not take into account operational limits (such as maximum

current or power-transfer limits) on individual cable segments, or node voltage con-

straints.

In general, the literature review on network reconfiguration, does not show re-

configuration of variable loads taking into account the operational limits on electrical

power distribution systems (e.g. maximum current or power-transfer limits on each

component, or maximum node voltage allowable), and there are no enough works

on load shedding algorithms. Then, we work on the reconfiguration of variable loads

using graph-theory method, doing a maximization of the power flow in the system

under safe operating conditions, and we propose different schemes for load shedding

regarding the load priority. Also, the reconfiguration process must be faster; this

implies that the number of switching operations is minimized into the algorithm.
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2.5 Summary

Different architecture in electrical power distribution systems were presented in

this chapter. Zonal distribution architectures provide maximum protection (fault

tolerance) than radial distribution, due to the power electronics state of the art,

in terms of increase in power density, reliability of power switching, elements with

reduced cost, and the invention of advance control technique. On the other hand,

this permits fast reconfiguration; for these reasons the EPDS used in this study will

be self-contained DC Zonal Electric Distribution Systems.

This chapter also made an introduction of graph theory and its previous appli-

cations in reconfiguration of power systems were also introduced. Graph theory can

simplify power system representation and represent any system topology changes as

a graph operation. Since a DCZEDS is small in area and has possible entire system

measurement, graph representation of the system topology is helpful to analyze a

system configuration and operation.



CHAPTER 3

Graph Theory and The Reconfiguration Problem

3.1 Overview

The previous chapter presented the state of the art on reconfiguration for power

systems, and graph theory was selected to be applied in this research as tool to de-

velop the reconfiguration algorithm. The purpose of this chapter is to define the

fundamentals of this theory, and to give a mathematical formulation of the recon-

figuration problem planted.

3.2 Problem Formulation

When electric power supply interruption is caused by a fault, it is imperative

to reconfigure the power system quickly to a functional configuration after the fault

[49]. Reconfiguration functions alter the system topology to meet operational re-

quirements opening and closing switches, load shedding/pickup and adjusting of

generators outputs [2]. The reconfiguration problem is defined like an optimization

problem where the purpose is to maximize the number of loads served with highest

priority, taking into account system constraints to avoid possible overloading of the

system and load shedding/pickup.

23
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This thesis is focused in the network behavior in steady state, which means that

the specific performance of loads (i.e. dynamic state) is not taking in consideration

for a DC Zonal Electric Distribution System. The methodology used during this

work is graph-theory, where the reconfiguration problem is solved as a network flow

problem where the flow in the network is related to DC electrical signals in steady

state.

The next section has some definitions about graph-theory that will be used

during the research.

3.3 Graph Theory Concepts

Graph theory is very general and has been used in several applications of power

system network representation, simulation, and analysis. This section introduces

fundamentals of graph theory:

Definition 1 (Graph). Represented as G = (N, A), where N is a group of nodes

(or vertex) and A a group of arcs (or edges) whose elements are ordered pairs of

distinct nodes [54].

The nodes of a graph are usually numbered, says, 1, 2, 3, ..., n and typically are

designated by circles, with the number inside each circle denoting the index of that

node. An arc between nodes i and node j is then represented by pairs (i, j) and are

represented by the line between the nodes [41].

Definition 2 (Directed graph). also known as digraph, it has edges that are di-

rected and ordered pairs connecting a source vertex to a target vertex [31]. Figure

3–1 shows an example of a directed graph.



25

1

2

3

4

5

(1,2)

(2,3)

(3,4)

(3,5)

(5,4)

(4,5)

(2,4)

(1,3)

Figure 3–1: Directed Graph

In addition to the visual representation of a directed graph, other common

method of representation is in terms of a graph’s node-arc incidence matrix.

Definition 3 (Node-Arc Incidence matrix). Represents a graph using a matrix. It

is constructed by listing the nodes vertically and the arcs horizontally. Then in the

column under arc (i, j), a positive 1, (+1) is placed in the position corresponding to

the input node j and a negative 1, (−1) is placed in the position corresponding to

the output node i [41]. A Node-Arc Incidence matrix for the graph shown in Figure

3–1 is shown in Table 3–1.

Table 3–1: Node-Arc Incidence matrix representation of Figure 3–1

Node \ Arc (1,2) (1,3) (2,3) (2,4) (3,4) (3,5) (4,5) (5,4)
1 -1 -1 0 0 0 0 0 0
2 1 0 -1 -1 0 0 0 0
3 0 1 1 0 -1 -1 0 0
4 0 0 0 1 1 0 -1 1
5 0 0 0 0 0 1 1 -1

There are other important definitions associated with graphs that are useful in

describing their structure:

A chain between nodes i and j is a sequence of arcs connecting them. The

sequence must have the form (i, k1), (k1, k2), (k2, k3), . . . ,(km, j). If a direction of
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movement along a chain is specified, say from node i to node j), it is then called a

path from i to j. A cycle is a chain leading from node i back to node i. A graph is

a tree if it is connected and has no cycles. Sometimes is considering a tree within

a graph G, which is just a tree made up a subset of arcs from G. Such a tree is a

spanning tree if it touches all nodes of G. The notions of paths and cycles can be

directly applied to directed graphs. Furthermore, it is possible to say that node j is

reachable from i if there is a path from node i to j [41].

3.3.1 Network Flow

A network is a directed graph that contains weights (numbers) or flows along

the arcs [41]. These numbers might represent distance, capacity, voltage, current,

resistance, etc., depending on the context. In applications, the network might rep-

resent a transportation system or a communication network, or it may simply be a

representation used for mathematical purposes.

In an arc (i, j), a net flow is a real-valued function f(i, j), that may be thought

as an amount of some commodity that can arrive to j from i per unit time, this could

be positive or negative. Flows in the arcs of the network must satisfy conservation

criterion at each node.

The total flow into a node must be equal to the total flow out of the node,

unless the node is a source, which has more outgoing flow, or sink, which has more

incoming flow (or, alternatively, supply nodes or demand nodes).

The value of a flow f out of a source might be positive, and its level might be

either fixed or variable [34].

In some network applications, it is useful to assume that there are upper bounds

on the allowable flow in various arcs. This introduces the concept of a capacitated
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network.

Definition 4 (Capacitated Network). Is a network in which some arcs are assigned

nonnegative capacities, which define the maximum allowable flow in those arcs. The

capacity of an arc (i, j) is denoted kij, and this capacity is indicated on the graph

by placing the number kij adjacent to the arc [41].

Definition 5 (Residual Network). Given a flow network, the residual network con-

sists of arcs that can admit more net flow. The amount of available capacity of an

arc (i, j) is the residual capacity and is given by krij = kij − fij [18].

The flow and capacity are denoted by fij/kij. The network example in Figure

3–1 is now shown in Figure 3–2 with flows and capacities. Notice how the network

upholds capacity constraints and flow conservation. The total amount of flow from

source (node 1) to sinks (nodes 4 and 5) is 5, which is also the incoming flow to sinks.

1

2

3

4

5

2/2

2/30/3

2/3

1/2

3/5

2/3

1/5

Figure 3–2: Network with flows and capacities fij/kij

The residual network for the above network is shown in Figure 3–3.
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Figure 3–3: Residual Network

3.4 Mathematical Formulation for Reconfigura-

tion of DC Power Distribution Systems

In power systems, different loads provide different services. The loads in the

power system have their priorities, based on the importance of the service that a

load provides. For example in a ship DC power distribution, the loads used for

propulsion generally have higher priority than loads used for laundry services. The

priority of load Li is denoted by variable Pi, which is a number in the range [1,M ].

This number indicates the relative priority of a given load with respect to other

loads in the system [37]; values close to M indicate loads with high priority, whereas

values close to 1 indicate loads with low priority.

On other hand, there are two flow definitions to obtain the problem formula-

tion, these are shown in Figure 3–4:

Inflow fin. Represents the power flows into the node i; where (j, i) represents

the directed edge from node j to node i.
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Outflow fout. Represents the power flows out of the node i; where (i, j) rep-

resents the directed edge from node i to node j.

Inflow fin Outflow fout

j

i i

j

Figure 3–4: Flows on a node i

In this research, the reconfiguration problem is formulated as a multi-objective

network flow optimization problem, where two objective functions are considered.

The first one is given as a maximal flow problem, where the objective is to determine

the maximal number of served loads with the highest priority and the second one is

to determine the minimum switch operations needed to realize the reconfiguration

of the system. The objective functions and constraints for this problem will be dis-

cussed in the next section.

3.4.1 Objective Functions

The first objective function is shown in Eq.3.1, which is the sum of the power

in the loads li (these loads are l1 to ln) in the system. The load power flow will be

affected by its priority Pi and its status yi. The contribution of high priority loads

is greater than the contribution of a low priority load and the status of the loads

should be 1 if the load is energized or 0 if the load is not energized.

maximize
n∑

i=1

yiPili (3.1)

The second objective function minimizes the number of switching operations

nops, required to move the system topology from the initial post-fault configuration
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to the final configuration, a lower value of nops implies that less time is needed dur-

ing the network reconfiguration process [30]. This objective function is denoted by

Eq.3.2, where Ns represent the total number of switches; Si and Soi are the number

of switches connected at the final and original configuration, respectively.

minimize nops(Soi, Si) =
Ns∑
i=1

|Si − Soi| (3.2)

3.4.2 Constraints

In the reconfiguration of the power system, it is necessary to consider physical

constraints related to the system operation. These constraints are described in [11]

and are as follows:

Source node Ng. May have a net outflow. Also, the sum of the flows going

out of the source node should not exceed the total capacity of the respective source

node ki.

Ng∑
i=1

fin =

Ng∑
i=1

fout − li (3.3)

Ng∑
i=1

fout ≤ ki (3.4)

Load node Nl. May have a net inflow.

Nl∑
i=1

fin =

Nl∑
i=1

fout + li (3.5)

Intermediate node Nt. The sum of flows into the node should be equal to

sum of the flows coming out of the node.
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Nt∑
i=1

fin =
Nt∑
i=1

fout (3.6)

The outflow of the sources will be equal to the inflow of the loads as a conse-

quence of the conservation at all other nodes.

Variable loads. For any load, the loads could be restored until achieves their

maximum value (lmax
i ).

li ≤ lmax
i (3.7)

Flow. If the edge is open the flow through it must be zero, otherwise it must

not exceed the edge capacity kij.

fij ≤ yijkij (3.8)

3.5 Proposed Reconfiguration Algorithm

The reconfiguration process is activated by a signal and can run repeatedly at a

specified interval of time. The processing diagram of the reconfiguration algorithm

is shown in Figure 3–5.

The reconfiguration algorithm contains matrices to represent the graph com-

pletely. The algorithm is constantly monitoring fault detection, and when this oc-

curs, the current data of flows and status on each arc are acquired. If the fault

is caused by any component failure, this must be isolated. The energized arcs are

labeled regarding the connected load priority. The power on each node is evaluated,
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Detect a Fault?
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2
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the  priority  of  the load that feed

Compute the power balance on each node

Shed the loads unbalancedwith lower priority

unbalanced 
nodes?

Shed the unreachable loads 

Selection of the shortest way to restore 
 the load  with higher priority  

show Edges−status 2Update the power flow and the graph matrices

show Edges−tripped
and Edges−Status

Definition of the graph matrices:
EtoV, N−type, K, Load priority

Find the relationship between nodes and arcs

No

yes

yes

No

Figure 3–5: Reconfiguration steps

and the reconfiguration process ends if there are not unbalanced nodes, otherwise

the process continues. The algorithm has two load shedding schemes; the first one,



33

sheds loads with lower priority when the generation capacity is not enough to supply

all of them; the second one, sheds loads when there are no paths to connect them.

The shortest paths are which contain the less quantity of edges to reconfigure the

system, and are selected seeking of all the possible paths from generators to loads;

grouping the paths according to the load to be connected, and finally these groups

are sorted regarding the priority of the loads (first the highest). When a path is

selected, the graph matrices are updated and the new system topology is evaluated

to verify if the constraints are satisfied. The reconfiguration process ends when there

are not unbalanced nodes.

3.6 Summary

This chapter presented the fundamentals of graph theory, which is used during

this work, to solve the reconfiguration problem as a network flow problem. The

reconfiguration algorithm finds paths that solve the objective functions and satisfies

the system constraints defined in the mathematical formulation of the reconfigura-

tion problem. Chapter 4 presents and explain the algorithm itself, and an example

using a DC Zonal Electric Distribution System.



CHAPTER 4

Reconfiguration Algorithm for a DCZEDS

4.1 Overview

The previous chapters introduced the background information about DC zonal

electric distribution systems DCZEDS, graph theory and its application in power

networks. In this chapter we present the reconfiguration algorithm for a DCZEDS.

To begin with the reconfiguration process, it is necessary to define the sys-

tem elements (generator, load, converters, etc) as elements of the graph (nodes and

edges). Next, for complete the graphical representation it is required to enumerate

all the nodes and edges of the system. On other hand, the matrices that represent

the DCZEDS as a graph model will be defined and others will be introduced to use

in the algorithm.

The reconfiguration algorithm will be explained in detail using an application ex-

ample on a single DCZEDS.

4.2 Reference System

The reference system is the simulation model of an Integrated Power System

(IPS), provided by ONR (Office of Naval Research), of the testbed installed at the

University of Missouri-Rolla and Purdue University under a related Naval Combat

34
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Survivability initiative [64]. The ship service power is composed of the AC gener-

ation and propulsion testbed and DC zonal ship service distribution testbed. The

overall ONR reference system configuration is presented in Figure 4–1.

SM

Prime
Mover

Prime
Mover

Propulsion
Converter Module

Propulsion
Converter Module

HF HF

Pulsed Load Pulsed Load

Governor Governor

Exciter

Propulsion
Load

Propulsion
Load

3-Phase 
Distribution Bus

3-Phase 
Distribution Bus

Propulsion
Induction Motor

Propulsion
Induction Motor

Synchronous
Generator

Synchronous
Generator

Harmonic Filter
Harmonic Filter

ONR Challenge Problem
Combined AC Propulsion and

DC Zonal Ship Service Distribution

SM SM

LBSSIM

SSCM

SSCM

MC

SSCM

SSCM

CPL

SSCM

SSCM

PSPS

Port Distribution Bus 

Zone 1 Zone 2 Zone 3

Starboard Distribution Bus 

      PS:  Power Supply
            
SSCM:  Ship Service Conerter Module

              
SSIM:  Ship Service Inverter Module

    LB:  Local Bank
            
  CPL:  Constant Power Load

   MC:  Motor Controller
            

Exciter

IMIM

Figure used with permission from Dr. Edwin Zivi

Figure 4–1: ONR Reference System [64]

This research is focused on the DC part of the Integrated Power System, which

is shown in Figure 4–2. The DC Zonal Ship Service Distribution Network is based

on Dual Bus architecture.

The DC Zonal Ship Service Distribution Network consists of the following ele-

ments [64]:

• Each 15 KW ship service power supply (PS) consists of a 480V 3-phase AC diode

rectifier bridge feeding a buck converter to produce 500V DC. These converters

provide the logical interconnection of the AC and DC testbeds.
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Figure 4–2: DC Zonal Ship Service Distribution Network [64]

• The 5KW ship service converter modules (SSCM)convert 500V DC distribution

power to intra-zone distribution of approximately 400V DC.

• The 5KW ship service inverter modules (SSIM) convert the intra-zone 400V DC

to three-phase 230V AC power.

• The Motor Controller (MC) is a three-phase inverter rated at 5KW.

• The Constant Power Load (CPL) is a buck converter rated at 5KW.

4.3 Adaptation for a DC Zonal Electric Distribu-

tion System

A slight modification to the DCZEDS (ONR-DC Zonal Ship Service Distribu-

tion Network) is considered in this study. The adaptation is shown in Figure 4–3

and includes the placement of some switches in order to connect adjacent zones

( S1 . . . S13) and to disconnect loads (S14 . . . S16) when load shedding is necessary.

They can be opened or closed during reconfiguration when a fault is detected. This

would help to isolate a given zone so that the adjacent zones are not affected.
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Figure 4–3: Adapted DCZEDS

Also two busses are added to interconnect zones (N10 and N11), so we can feed

the loads by adjacent zones when is not possible to feed them by their SSCMs. The

nodes N1 . . . N9 indicate electrical nodes of elements interconnection. The port and

starboard busses are represented by N12 and N13 respectively and the load nodes

are identified by N14 . . . N16

The loads are feed by auctioneering diodes (D1 . . . D6) to ensure that the trans-

fer of power from main bus (port distribution bus) to alternate bus (starboard

distribution bus) is seamless and without interruption in case of a fault on one of

them [42].

It is important to keep in mind the next considerations for the flow on the

switches, SSCMs and Diodes:
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• The flow on the switches S1 . . . S13 can travel in both directions.

• The flow on the switches S14 . . . S16 only goes from the electrical node to the load.

• The flow on SSCM’s and Diodes only can goes from the busses to electrical nodes.

• The auctioneering diodes cannot be connected at the same time into the same zone

to feed the same load.

4.4 Graph Representation of DCZEDS

As it was mentioned before, this research uses graph theory to simplify power

system representation, visualize the system topology and operation, and represent

all system topology changes as graph operations.

In order to obtain a graph representation of the power system it is necessary

to define the relationship between the major components of the DC Zonal Electric

Distribution System showed in Figure 4–3 (generator, load, converters, etc) and the

corresponding graph elements (nodes and edges). This relationship is shown in Ta-

ble 4–1.

Table 4–1: Graph Elements for DCZEDS representation

Components in DCZEDS Graph Elements

Bus Node
Generator Node

Load Node
Electrical Nodes Node

SSCM Edge
Diode Edge
Switch Edge

Figure 4–4 shows the modification made to the DCZEDS in Figure 4–3 taking

in consideration the Table 4–1, where the components are replaced by nodes (circles)

and edges (arrows) enumerated.
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As you can see, the bidirectional switches S1 . . . S13 are replaced by two uni-

directional edges, this is done to obtain the Node-Edge incidence matrix from the

directed graph. The direction of the edges is related to the flux direction of the

corresponding connection. Also, the source nodes have been represented as yellow

rectangles, the load nodes are purple rectangles, and the intermediate nodes are

green circles and rectangles.
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e40
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Figure 4–4: Adapted DCZEDS

4.5 Graph Representation for other Power Distri-

bution System

Other kinds of power system network can be represented using graph theory,

and any system topology change on the system can be represented as a graph oper-

ation.
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The graph representations of different power distribution systems are provided

in this section to illustrate the generality of this method and the applicability of the

algorithm.

4.5.1 Building Integrated Energy System

During the summer of 2007, the Illinois Institute of Technology (ITT) joined

forces with several key organizations in the electric power industry and submitted a

proposal to the Department of Energy (DOE) to enhance on-site peaking capacity

resources in order to improve reliability and security. Distributed resources can

reduce peak demand, which can eliminate or defer new transmission and distribution

capacity and decrease electricity prices.

The team has focused in the following necessary components of a perfect power

system [25]:

• Real-time reconfiguration of power supply assets

• Real-time islanding of critical loads

• Real-time optimization of power supply resources.

The “perfect power” system prototype at IIT includes the following elements:

• Redundant transmission supply

• Redundant area substation supply

• Self-sustaining infrastructure

• intelligent distribution system

• On-site electricity production

• Demand response capability (A/C, lighting, major loads)
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• Intelligent perfect power system controller (IPPSC), which will monitor critical

parameters to determine the system state and capture trends and will supervise

various controls to maintain the system within the specified limits of operation.

• Sustainable energy systems and green buildings/complexes

• Technology-ready infrastructure

The ITT’s perfect power prototype builds upon the high reliability distribution

system (HRDS) design developed by S&C Electric for the university of California

at Santa Barbara is shown in Figure 4–5, which is a loop system that provides

high reliability service to each building. In this system any single fault on any of

the feeder loops can be isolated without interrupting power. The team separated

the campus into logical groups of buildings to maximize reliability and efficiency [25].

In cases where a HRDS system with substation electricity generation cannot be

deployed, such as on a radial distribution system, building integrated power systems

(BIPS) will provide local generation, power conditioning, and uninterruptible power

ride-through capability. The BIPS system, shown in Figure 4–6, will include [25]:

• Local building generation to carry the building load for extended distribution sys-

tem outage.

• UPS/storage to provide electricity while the local generation is starting.

• Inverters or power quality conditioning devices.

• A load controller to modulate generator output to gradually unload the UPS and

to follow the building loads.

• Motor soft-start capability for large motor loads such as elevators.

• Noncritical load-shedding capabilities.

• Communication to the intelligent perfect power system controller (IPPSC).
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Figure 4–5: High-reliability distribution concept [25]

Figure 4–6 provides a schematic diagram of a typical building energy system for

the buildings at IIT. The distribution system consists of two 4,160V feeds from the

North Substation. Feeders provide feeder redundancy through switches, which feed

into a 500KVA transformer where power is stepped down to 240V. Typically, two

panels on each of the three floors distribute electricity to lights, fans and computers

[25].

At this point, our interest is to shown the applicability of the graph theory

as reconfiguration tool at the building-integrated energy system, this system has a

building controller which can be centralized, and each floor can be handled as a
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Figure 4–6: Building-integreated energy system [25]

zone. In this case, the BIPS can be represented as a graph doing the relationship

between the major components and the corresponding graph elements as is shown

in Table 4–2 and the graph representation proposed is shown in Figure 4–7.

Table 4–2: Graph Elements to Represent the BIPS

Components in BIPS Graph Elements

North Substation Node
Solar PV Node
Panels Node
UPS Node

Electrical Nodes Node
Lighting Node

Fans Node
Computers Node

Rooftop A/C Node
Critical experiments Node

Transformers Edge
Switch Edge
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Figure 4–7: Graph representation of the BIPS

4.5.2 Distribution with storage in Zonal Ship

In [20], the author defined a number of key terms, detailed different zonal ar-

chitectures, described the situations where the architectures are best suited and

proposed a framework for zonal ship design to satisfy survivability performance re-

quirements and quality of service requirements.

Our interest is to obtain a graph representation of the Dual bus zonal distri-

bution system (ZDS) with longitudinal bus level storage which is shown in Figure

4–8. This system possesses a dual bus architecture and generation elements in some

of the zones. In this system, if one longitudinal bus is damaged, the in-zone con-

version/distribution node automatically shifts the source for all the loads to the

other longitudinal bus. Typically, at least three generation elements are provided

to allow one element to be taken out of service for either damage (survivability) or

maintenance (quality of service) while the other two service the tow longitudinal

buses. When the generation elements are serving each longitudinal bus and do not

have the capacity to service all of the loads, the loads must be shed quickly. If this

load shedding is not desired, the total capacity of the generation elements must be
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3 times the total load, this can be very expensive. Then, storage elements can be

added at the longitudinal buses to supply the loads for the short time needed to

restore the system. In this case, each storage element and each generation element

must have the capacity of one half of the total load [20].

Figure 4–8: Dual Bus Zonal Distribution System with longitudinal bus level storage
[20]

The relationship proposed to represent this system in graph is shown in Table

4–3 and its graph representation is shown in Figure 4–9.

Table 4–3: Graph Elements to Represent the Dual Bus ZDS with storage

Components in ZDS with storage Graph Elements

Longitudinal bus (LB) Node
Longitudinal bus/Distribution node (LD) Node

Generation element (GE) Node
In-Zone conversion/Distribution node (CD) Node

In-Zone generation node (GN) Node
Storage element (SE) Node

Load (L) Node
In-Zone distribution connectors (Cn) Edge
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Figure 4–9: Graph representation of the ZDS with storage

4.5.3 Single DCZEDS

Other graph representation is made for a single DCZEDS and it will be used as

an application example of the reconfiguration algorithm in this chapter. The graph

of the single DCZEDS is a part of the full DCEDS selected in this thesis, and is

shown in Figure 4–10, the system only has one generator to supply three SSCMs

and three loads. The initial configuration is given when each SSCM feeds its corre-

sponding loads. In this case, the power in steady state flows through the solid lines

and the dashed lines are the open switches available to reconfigure the system when

a fault occurs. The following assumptions were made:

• Each Ship Service Converter Module (SSCM) has enough capacity to feed one and

a half loads (7.5KW )

• If one SSCM is damaged, the remaining two SSCM can feed the complete system

(three loads).

• The loads are rated at 5KW but they can be increased at 15KW .

• All arcs, except the SSCMs arcs, have the same capacity as the maximum loads

power demand (15KW ).
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Figure 4–10: Single DCZEDS graph showing initial power flow

4.6 Reconfiguration Algorithm

The reconfiguration algorithm is implemented in Matlab using m-files. The

algorithm can be adapted in order to monitor the power system configuration and

the power flow through each edge, so the power balance (surplus or deficit) can be

calculated in real time when a fault occurs. Under normal conditions, the power

flow into a node should equal the power flow out of the node.

4.6.1 Matrices definition

The matrices that represent the DCZEDS as a graph model are defined and

introduced into the algorithm. These matrices for the single DCZEDS are:

Node-Edge incidence matrix (NtoE) : It is constructed as mentioned in sec-

tion 3.3 and is shown in Table 4–4. Note that all the edges and nodes (energized
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and no energized) are introduced into this matrix.

Table 4–4: Node-Edge Incidence matrix for the single DCZEDS

PPPPPPPPPNode
Edge

e1e1e1 e2e2e2 e3e3e3 e4e4e4 e5e5e5 e6e6e6 e7e7e7 e8e8e8 e9e9e9 e10e10e10 e11e11e11 e12e12e12 e13e13e13 e14e14e14 e15e15e15 e16e16e16 e17e17e17 e18e18e18 e19e19e19 e20e20e20 e21e21e21 e22e22e22 e23e23e23 e24e24e24 e25e25e25 e26e26e26 e27e27e27

N1N1N1 1 -1 0 0 0 0 0 0 0 1 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
N2N2N2 0 0 0 1 -1 0 0 0 0 0 0 0 0 1 -1 0 0 1 -1 0 0 0 0 0 0 0 0
N3N3N3 0 0 0 0 0 0 1 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 -1 0 0 0 0
N4N4N4 0 1 -1 0 0 0 0 0 0 0 0 1 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
N5N5N5 0 0 0 0 1 -1 0 0 0 0 0 0 0 0 0 1 -1 0 0 -1 1 0 0 0 0 0 0
N6N6N6 0 0 0 0 0 0 0 1 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 -1 0 0
N7N7N7 0 0 0 0 0 0 0 0 0 -1 1 -1 1 -1 1 -1 1 0 0 0 0 0 0 0 0 -1 1
N8N8N8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -1 1 1 -1 -1 1 -1 1 1 -1
N9N9N9 -1 0 0 -1 0 0 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
N10N10N10 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
N11N11N11 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
N12N12N12 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Load priority matrix (Lp): This matrix contains two columns, as is shown in Ta-

ble 4–5. The first column contains the node numbers that correspond at the loads

(N10, N11 and N12). The second column contains the priority of each load.

Table 4–5: Load priority matrix for DCZEDS

Node Number Priority

10 3
11 2
12 1

Node-Type vector(Nt): It is necessary to classify and to select the nodes into

the algorithm in order to find the possible paths. This is a column vector matrix

(Table 4–6) that contains the node type assigned as follows:

(1) if the node connects a SSCM with a Diode (N1 . . . N3).

(2) if the node connects a load switch (N4 . . . N6).

(3) if the node is an interzone node (N7 and N8).

(4) if the node is a generator (N9).

(5) if the node is a load (N10 . . . N12).
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Table 4–6: Node type for single DCZEDS

Node Type

N1N1N1 1
N2N2N2 1
N3N3N3 1
N4N4N4 2
N5N5N5 2
N6N6N6 2
N7N7N7 3
N8N8N8 3
N9N9N9 4
N10N10N10 5
N11N11N11 5
N12N12N12 5

Capacities vector(k): It is a row vector that contains the maximum flow possible

through the edges, see Table 4–7.

Table 4–7: Capacities vector for single DCZEDS

Edge e1e1e1 e2e2e2 e3e3e3 e4e4e4 e5e5e5 e6e6e6 e7e7e7 e8e8e8 e9e9e9 e10e10e10 e11e11e11 e12e12e12 e13e13e13 e14e14e14 e15e15e15 e16e16e16 e17e17e17 e18e18e18 e19e19e19 e20e20e20 e21e21e21 e22e22e22 e23e23e23 e24e24e24 e25e25e25 e26e26e26 e27e27e27

kkk(KW ) 7.5 15 15 7.5 15 15 7.5 15 15 15 15 15 15 15 15 15 15 15 15 15 15 15 15 15 15 15 15

4.6.2 Matrices Acquisition

There are other matrices which can be read by the algorithm when the fault

occurs, which are:

Edge-Flux vector (F ) : This is a row vector that contains the power flow at the

moment that the fault occurs. Table 4–8 shows the power flow for the initial case

mentioned in the single DCZEDS presented in Subsection 4.5.3

Table 4–8: Edge-Flux vector for single DCZEDS

Edge e1e1e1 e2e2e2 e3e3e3 e4e4e4 e5e5e5 e6e6e6 e7e7e7 e8e8e8 e9e9e9 e10e10e10 e11e11e11 e12e12e12 e13e13e13 e14e14e14 e15e15e15 e16e16e16 e17e17e17 e18e18e18 e19e19e19 e20e20e20 e21e21e21 e22e22e22 e23e23e23 e24e24e24 e25e25e25 e26e26e26 e27e27e27

F (KW )F (KW )F (KW ) 5 5 5 5 5 5 5 5 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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Edge-Status vector (Ys) : It is a row vector that contains a 1 if the edge is con-

nected, or a 0 when the edge is disconnected. The matrix showed in Table 4–9

corresponds at the initial case of the single DCZEDS.

Table 4–9: Edge-Status vector for single DCZEDS

Edge e1e1e1 e2e2e2 e3e3e3 e4e4e4 e5e5e5 e6e6e6 e7e7e7 e8e8e8 e9e9e9 e10e10e10 e11e11e11 e12e12e12 e13e13e13 e14e14e14 e15e15e15 e16e16e16 e17e17e17 e18e18e18 e19e19e19 e20e20e20 e21e21e21 e22e22e22 e23e23e23 e24e24e24 e25e25e25 e26e26e26 e27e27e27

YsYsYs 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Demand matrix (D): This matrix contains the demand through the edges loads,

and is composed by two columns, as shows Table 4–10. The first column contains

the edge number that connects each load; the second column contains the corre-

sponding load demand. The load demand corresponds to the power flow through

the load just before the fault occurs. If any load has been isolated, the demand of

this load keeps the same value before isolation. For this reason, the reconfiguration

algorithm is capable of restoring variable loads.

Table 4–10: Demand matrix for single DCZEDS

Edge Number D (KW)

3 5
6 5
9 5

4.6.3 Steps

The algorithm principal steps or functions are explained as follows:

Nodes-Edges relationship: The first step of the reconfiguration algorithm is to

construct the Nodes-Edges relationship matrix; this is an explicit manner to de-

scribe the relationship between nodes and edges. This function gives a matrix

(V E) with three columns, the two first columns correspond to the nodes (it is not

important if are input or output nodes), and the third column shows the edge that

connects these two nodes (Table 4–11). The number of rows is equal to the number
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of edges in the graph. This matrix is useful to find the reconfiguration paths and

to update the flux on each edge.

Table 4–11: Node-Edge relationship Matrix for the single DCZEDS

Node Node Edge

1 9 1
1 4 2
1 7 10
1 7 11
2 9 4
2 5 5
2 7 14
2 7 15
2 8 18
2 8 19
3 9 7
3 6 8
3 8 22
3 8 23
4 10 3
4 7 12
4 7 13
5 11 6
5 7 16
5 7 17
5 8 20
5 8 21
6 12 9
6 8 24
6 8 25
7 8 26
7 8 27

Fault detection and isolation: The algorithm detects two kinds of fault:

• Fault by component failure.

• Fault by node overload.

When the algorithm detect fault(s) by overload on any node do not isolate the

node with unbalance, then the reconfiguration process continues to the next step.

However, when the fault is caused by a component failure, it is necessary to isolate

the fault-node(s) (N2, for the example case); this implies that incidence matrix has

smaller dimension. Figure 4–11 shows the graph representation for this case. This

function returns the reduced incidence matrix, which is obtained by the elimination

of the row(s) corresponding to the fault-node(s) and the columns that correspond
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to the edges that connect these nodes (see Table 4–12). The edges surrounding the

fault-nodes(s) are detected from the Node-Edges relationship and are placed into a

row matrix (Table 4–13). These edges will be disconnected and are not considered

for system reconfiguration.
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Figure 4–11: Single DCZEDS graph showing fault on N2

Table 4–12: Node-Edge Incidence matrix updated after isolation of N2

PPPPPPPPPNode
Edge

e1e1e1 e2e2e2 e3e3e3 e6e6e6 e7e7e7 e8e8e8 e9e9e9 e10e10e10 e11e11e11 e12e12e12 e13e13e13 e16e16e16 e17e17e17 e20e20e20 e21e21e21 e22e22e22 e23e23e23 e24e24e24 e25e25e25 e26e26e26 e27e27e27

N1N1N1 1 -1 0 0 0 0 0 1 -1 0 0 0 0 0 0 0 0 0 0 0 0
N3N3N3 0 0 0 0 1 -1 0 0 0 0 0 0 0 0 0 1 -1 0 0 0 0
N4N4N4 0 1 -1 0 0 0 0 0 0 1 -1 0 0 0 0 0 0 0 0 0 0
N5N5N5 0 0 0 -1 0 0 0 0 0 0 0 1 -1 -1 1 0 0 0 0 0 0
N6N6N6 0 0 0 0 0 1 -1 0 0 0 0 0 0 0 0 0 0 1 -1 0 0
N7N7N7 0 0 0 0 0 0 0 -1 1 -1 1 -1 1 0 0 0 0 0 0 -1 1
N8N8N8 0 0 0 0 0 0 0 0 0 0 0 0 0 1 -1 -1 1 -1 1 1 -1
N9N9N9 -1 0 0 0 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
N10N10N10 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
N11N11N11 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
N12N12N12 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Table 4–13: Edges tripped to isolate N2

Edges Tripped [4 5 14 15 18 19]

This step also reduces the node-type matrix, capacities vector, edge-flux vector

(Table 4–14) and updates the edge-status vector placing a zero in the tripped
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edges (Table 4–15).

Table 4–14: Updated Edge-Flux vector after isolation of N2

Edge e1e1e1 e2e2e2 e3e3e3 e6e6e6 e7e7e7 e8e8e8 e9e9e9 e10e10e10 e11e11e11 e12e12e12 e13e13e13 e16e16e16 e17e17e17 e20e20e20 e21e21e21 e22e22e22 e23e23e23 e24e24e24 e25e25e25 e26e26e26 e27e27e27

F (KW )F (KW )F (KW ) 5 5 5 5 5 5 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Table 4–15: Updated Edge-Status vector after isolation of N2

Edge e1e1e1 e2e2e2 e3e3e3 e4e4e4 e5e5e5 e6e6e6 e7e7e7 e8e8e8 e9e9e9 e10e10e10 e11e11e11 e12e12e12 e13e13e13 e14e14e14 e15e15e15 e16e16e16 e17e17e17 e18e18e18 e19e19e19 e20e20e20 e21e21e21 e22e22e22 e23e23e23 e24e24e24 e25e25e25 e26e26e26 e27e27e27

YsYsYs 1 1 1 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Label Edges vector: To begin with the reconfiguration procedure, it is important

to assign a label for each edge according to the connected load priority (see Table

4–16). If an edge connects various loads, the label assigned corresponds to the

highest priority load.

Table 4–16: Updated Edge-Label vector after isolation of N2

Edge e1e1e1 e2e2e2 e3e3e3 e6e6e6 e7e7e7 e8e8e8 e9e9e9 e10e10e10 e11e11e11 e12e12e12 e13e13e13 e16e16e16 e17e17e17 e20e20e20 e21e21e21 e22e22e22 e23e23e23 e24e24e24 e25e25e25 e26e26e26 e27e27e27

Label 0 3 3 2 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Power balance vector: When the fault node(s) is isolated, the power is calculated

on each node into the graph. To obtain the power on each node, it is necessary to

multiply the flux in the edges by the incidence matrix and then adding the values

at each row. The result is a column vector that contains the power on each node.

Table 4–17: Updated Node-Power vector after isolation of N2

Node N1N1N1 N3N3N3 N4N4N4 N5N5N5 N6N6N6 N7N7N7 N8N8N8 N9N9N9 N10N10N10 N11N11N11 N12N12N12

Net Power (KW ) 0 0 0 -5 0 0 0 -10 5 5 5

This function returns the nodes with negative power balance. These are organized

taking into consideration its negative power balance in ascending order (i.e the

most negative first). As you can see in Table 4–17, the source node (N9) and the

sink nodes (N10 . . . N12) have net outflow and net inflow respectively and are not
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considered as unbalanced nodes, so the algorithm finds that N5 has negative power

balance.

Find priority: After the unbalanced nodes are founded, the algorithm sorts these

nodes considering their priorities and calculates the loads that are possible to feed

according to the actual system generating capacity. For the example case, the algo-

rithm finds that all loads can be fed because there is enough capacity in the system.

Shed unbalanced loads: This part of the algorithm disconnects loads using the

function Load-Isolation explained below. For the example case, the capacity is

enough to supply all of the loads and it is not necessary to isolate any of them.

Load Isolation: For the example case, it was not necessary to isolate any load,

but sometimes during the reconfiguration process the load shedding must be done

under some cases, such as:

• When the generator capacity is not enough to feed all the loads.

• When there are not paths to reach some unbalanced load(s).

• When there are paths that can connect the load but the power flow available

is not enough to feed it.

If one or more of these conditions are accomplished the load isolation will be done

on the loads with lower priority. This process will reduce the incidence matrix, the

edge-flux vector, the node-type matrix and updating the edge-status vector.

Reachability: In cases when there is unbalance in one or more loads, it is not

possible to feed some of them due to there are no paths to reach these loads from

the SSCMs. Then, it is necessary to detect the reachable loads and continue the

reconfiguration process, or detect the loads that are not reachable and disconnect
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them. This step of the algorithm uses the function Find-Paths, explained below,

in order to determine the possible routes or connections that can be done to recon-

figure the system. If there are no connections available, the load is isolated and is

not considered in the actual reconfiguration process.

Find paths: This is a recursive function that finds all the possible paths from

SSCMs to loads and also finds paths from loads to SSCMs. The paths are structures

with two fields, which are a cell array of nodes and a cell array of edges. This

function returns an array structure that contains all the possible paths.

To find paths from SSCMs to loads, it is necessary to select all the nodes type 1

(see Table 4–6) as initial nodes for each path, then all the connections that enable

the power flow to the loads are found taking in consideration the edges that go out

from the nodes until arriving to any load node. When the function obtains a set

of nodes and edges that connect a load, they are stored as a valid path.

Path Selection: When all the possible paths to feed all the loads are found, it is

necessary to select the path that minimize the switching operations and feed the

loads with highest priority. This selection is made by ordering the paths taking in

consideration the load priority and at the same time the shortest route. The paths

given by the reconfiguration algorithm to feed N5 are shown in Table 4–18. The

column indicates all the possible routes from each converter to achieve the loads.

Table 4–18: Paths available to feed N5

From N1N1N1 From N3N3N3

Edges Nodes Edges Nodes

[16 11] [5 7 1] [21 23] [5 8 3]
[16 13 2] [5 7 4 1] [16 27 23] [5 7 8 3]
[21 26 11] [5 8 7 1] [21 25 8] [5 8 6 3]

[21 26 13 2] [5 8 7 4 1] [16 27 25 8] [5 7 8 6 3]
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The first step is to select the paths that connect the loads with higher priority and

if there are various paths that can feed the load, the one that contains less quantity

of edges will be selected. Once the paths are selected, these are evaluated in order

to verify that the system constraints are satisfied. When the selected path does

not ensure these constraints another path is selected. This evaluation is made by

updating the flux each time that any path is connected, and is explained in the

function Update-Flux.

The paths selected to feed the N5 are shown in Table 4–19, in this case it was

necessary to select two paths in order to supply all the load power demand.

Table 4–19: Paths selected to balance N5

From N1N1N1 From N3N3N3

Edges Nodes Edges Nodes

[16 11] [5 7 1] [21 23] [5 8 3]

Update-Flux: When a path is selected, a new distribution of power flow is made

on the graph. This distribution is made by taking into account the edge labels

with higher priority and the residual graph, see Section 3.3.1.

On other way, the incidence matrix is increased adding the rows and columns that

correspond at the nodes and edges of the path respectively, and the flux, status,

capacity and demand matrices are also updated. As a result, the available gen-

erator capacity decreases because the power flow increases. The next path to be

selected will have these changes in consideration.

The Figure 4–12 shows the paths to balance the N5 (red solid lines), and the power

flow and the capacities updated.
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Figure 4–12: Reconfiguration of the single DCZEDS graph with fault on N2

The status, flux, and power balance matrices are updated and shown in Tables

4–20, 4–21, and 4–22 respectively. Note that the N5 is balanced and the net power

on each node satisfies the system constraints, also the power flow going out of the

generator N12 is equal to the sum of power flow coming to the load nodes N13, N14

and N15 . At this point the reconfiguration process ends and the algorithm keeps

running until this finds another fault and starts with the reconfiguration process

again.

Table 4–20: Updated Edge-Status Vector after restoration of N5

Edge e1e1e1 e2e2e2 e3e3e3 e4e4e4 e5e5e5 e6e6e6 e7e7e7 e8e8e8 e9e9e9 e10e10e10 e11e11e11 e12e12e12 e13e13e13 e14e14e14 e15e15e15 e16e16e16 e17e17e17 e18e18e18 e19e19e19 e20e20e20 e21e21e21 e22e22e22 e23e23e23 e24e24e24 e25e25e25 e26e26e26 e27e27e27

YsYsYs 1 1 1 0 0 1 1 1 1 0 1 0 0 0 0 1 0 0 0 0 1 0 1 0 0 0 0

Table 4–21: Updated Edge-Flux Vector after restoration of N5

Edge e1e1e1 e2e2e2 e3e3e3 e6e6e6 e7e7e7 e8e8e8 e9e9e9 e10e10e10 e11e11e11 e12e12e12 e13e13e13 e16e16e16 e17e17e17 e20e20e20 e21e21e21 e22e22e22 e23e23e23 e24e24e24 e25e25e25 e26e26e26 e27e27e27

F (KW )F (KW )F (KW ) 7.5 5 5 5 7.5 5 5 0 2.5 0 0 2.5 0 0 2.5 0 2.5 0 0 0 0

Table 4–22: Updated Node-Power Vector after restoration of N5

Node N1N1N1 N3N3N3 N4N4N4 N5N5N5 N6N6N6 N7N7N7 N8N8N8 N9N9N9 N10N10N10 N11N11N11 N12N12N12

Net Power (KW ) 0 0 0 0 0 0 0 -15 5 5 5
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4.7 Summary

This chapter discussed the reconfiguration algorithm used to serve as many

loads as possible under the maximization problem of a DCZEDS. The reconfiguration

process started defining the system elements (generator, load, converters, etc) as

elements of the graph (nodes and edges). The matrices that represent the DCZEDS

as a graph model were defined and introduced into the algorithm.

This algorithm was capable to isolate the fault node and displayed the edges

to be tripped, to evaluate the power balance on each node as result of the fault(s),

and to obtain the post-fault reconfiguration system considering the capacitated and

residual networks. This reconfiguration algorithm has the capability to shed loads

under three schemes if it is necessary. Once a new reconfiguration path was found the

new topology was evaluated again to verify if the system constraints were satisfied.



CHAPTER 5

Test Cases and Results

5.1 Overview

This chapter presents the reconfiguration algorithm tested on the DCZEDS

for different fault scenarios considering load shedding based on load priorities and

unreachability. Also, the reconfiguration when there are increments or decrements

on loads power demand will be analyzed in the chapter.

5.2 Load shedding by lower priority in the single

DCZEDS

This scenario is running on the single DCZEDS considering the results in the

example presented in the previous chapter. Now, a fault occurs on SSCM 3 (rep-

resented on N3) after the load 2 has been balanced after the fault occurred on N2.

Figure 5–1 shows the graph representation for this scenario.

The final matrices show in Section 4.6.3 will be the initial matrices to begin the

reconfiguration process when the fault N3 occurs. These matrices are take up again

in Tables 5–1, 5–2 and 5–3

Table 5–1: Edge-Status vector of single DCZEDS at the moment of fault on N3.

Edge e1e1e1 e2e2e2 e3e3e3 e4e4e4 e5e5e5 e6e6e6 e7e7e7 e8e8e8 e9e9e9 e10e10e10 e11e11e11 e12e12e12 e13e13e13 e14e14e14 e15e15e15 e16e16e16 e17e17e17 e18e18e18 e19e19e19 e20e20e20 e21e21e21 e22e22e22 e23e23e23 e24e24e24 e25e25e25 e26e26e26 e27e27e27

YsYsYs 1 1 1 0 0 1 1 1 1 0 1 0 0 0 0 1 0 0 0 0 1 0 1 0 0 0 0

59
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Figure 5–1: Single DCZEDS graph with fault on N3.

Table 5–2: Edge-Flux vector of single DCZEDS at the moment of fault on N3.

Edge e1e1e1 e2e2e2 e3e3e3 e6e6e6 e7e7e7 e8e8e8 e9e9e9 e10e10e10 e11e11e11 e12e12e12 e13e13e13 e16e16e16 e17e17e17 e20e20e20 e21e21e21 e22e22e22 e23e23e23 e24e24e24 e25e25e25 e26e26e26 e27e27e27

F (KW )F (KW )F (KW ) 7.5 5 5 5 7.5 5 5 0 2.5 0 0 2.5 0 0 2.5 0 2.5 0 0 0 0

Table 5–3: Demand matrix of single DCZEDS at the moment of fault on N3.

Edge Number D (KW)

3 5
6 5
9 5

To isolate the node fault N3 it was necessary to trip the edges shown in Table

5–4.

After the isolation of node N3, the edge-flux and edge-status were updated as

shown in Table 5–5 and 5–6 respectively, and as a result of the fault, the system

presents unbalance on nodes N5 and N6 as shown in Table 5–7.

Table 5–4: Edges tripped to isolate N3.

Edges Tripped [7 8 22 23]

In this case, the algorithm detects that the SSCM 1 (N2) is the only one that

can handle the generating capacity, this means that the capacity available to supply



61

Table 5–5: Edge-Flux vector updated after isolation of the N3.

Edge e1e1e1 e2e2e2 e3e3e3 e6e6e6 e9e9e9 e10e10e10 e11e11e11 e12e12e12 e13e13e13 e16e16e16 e17e17e17 e20e20e20 e21e21e21 e24e24e24 e25e25e25 e26e26e26 e27e27e27

F (KW )F (KW )F (KW ) 7.5 5 5 5 5 0 2.5 0 0 2.5 0 0 0 0 0 0 0

Table 5–6: Edge-Status vector updated after isolation of N3.

Edge e1e1e1 e2e2e2 e3e3e3 e4e4e4 e5e5e5 e6e6e6 e7e7e7 e8e8e8 e9e9e9 e10e10e10 e11e11e11 e12e12e12 e13e13e13 e14e14e14 e15e15e15 e16e16e16 e17e17e17 e18e18e18 e19e19e19 e20e20e20 e21e21e21 e22e22e22 e23e23e23 e24e24e24 e25e25e25 e26e26e26 e27e27e27

YsYsYs 1 1 1 0 0 1 0 0 1 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0

Table 5–7: Node-Power vector updated after isolation of N3.

Node N1N1N1 N4N4N4 N5N5N5 N6N6N6 N7N7N7 N8N8N8 N9N9N9 N10N10N10 N11N11N11 N12N12N12

Net Power (KW ) 0 0 -2,5 -5 0 0 -7.5 5 5 5

the remainder system is of Kt = 7.5KW . Then, there is not enough power to feed all

of the loads power demand (Dt = 15KW ). Considering the priority of the system

loads (balanced or unbalanced, connected or disconnected), it is possible to feed

only the load 1 (N10); loads 2 and 3 (N11 and N12) must be shed because of their

priority level.

To shed these loads, the algorithm must find the paths that feed them from

SSCM and disconnect the edges in these paths. Table 5–8 shows the disconnected

edges and the current status of the edges is shown in Table 5–9.

Table 5–8: Edges disconnected to shed N11 and N12.

Edges disconnected [6 9 11 16]

Table 5–9: Edge-Status vector updated after load shedding.

Edge e1e1e1 e2e2e2 e3e3e3 e4e4e4 e5e5e5 e6e6e6 e7e7e7 e8e8e8 e9e9e9 e10e10e10 e11e11e11 e12e12e12 e13e13e13 e14e14e14 e15e15e15 e16e16e16 e17e17e17 e18e18e18 e19e19e19 e20e20e20 e21e21e21 e22e22e22 e23e23e23 e24e24e24 e25e25e25 e26e26e26 e27e27e27

YsYsYs 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Therefore, the power flow after load shedding is updated and is shown in Table

5–10. The new power balance shown in Table 5–11 is calculated to verify the system

constrains.

Table 5–10: Edge-Flux vector updated after load shedding.

Edge e1e1e1 e2e2e2 e3e3e3 e6e6e6 e9e9e9 e10e10e10 e11e11e11 e12e12e12 e13e13e13 e16e16e16 e17e17e17 e20e20e20 e21e21e21 e24e24e24 e25e25e25 e26e26e26 e27e27e27

F (KW )F (KW )F (KW ) 5 5 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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Table 5–11: Node-Power Matrix updated after load shedding.

Node N1N1N1 N3N3N3 N4N4N4 N5N5N5 N6N6N6 N7N7N7 N8N8N8 N9N9N9 N10N10N10 N11N11N11 N12N12N12

Net Power (KW ) 0 0 0 0 0 0 0 -5 5 0 0

At this point, the algorithm found that power is balanced in all nodes and the

reconfiguration process is ended. Figure 5–2 shows the final graph with loads shed

when faults occur on N2 and N3 with power flow and capacities updated.

N11 (L2)

Zone 1 Zone 2 Zone 3

N12 (L3)N10 (L1)

5 /7.5

5/15

5/15 0/15

0 /15

0 /15

0 /15

0/15

0  /15

0 /15

0 /15

0 /15

0 /15

0 /15

0 /15

0 /15

0/15

e2

e3

e6

e17

e11

e1

e12

e13

e21 e25

e20 e24

e26

e16

N1

N4 N5 N6

N8

e27

N7

e9

e10

N9(G1)

Figure 5–2: Reconfiguration of the single DCZEDS graph with faults on N2 and N3.

5.3 Scenarios in full DCZEDS

Three additional scenarios are created for the full DC zonal electric distribu-

tion system shown in Figure 4-4 which has the incidence matrix shown in Table 5–12.

In Table 5–13, the node-type vector for this system is shown, taking in consid-

eration:

(1) if the node connects SSCM with Diode (N1 . . . N6).

(2) if the node connects the load switch (N7 . . . N9).
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Table 5–13: Node type Nt for the full DCZEDS.

Node Type

N1N1N1 1
N2N2N2 1
N3N3N3 1
N4N4N4 1
N5N5N5 1
N6N6N6 1
N7N7N7 2
N8N8N8 2
N9N9N9 2
N10N10N10 3
N11N11N11 3
N12N12N12 4
N13N13N13 4
N14N14N14 5
N15N15N15 5
N16N16N16 5

(3) if the node is an interzone node (N10 and N11).

(4) if the node is a generator (N12 and N13).

(5) if the node is a load (N14 . . . N16).

The next restrictions need to be meeting during reconfiguration of the system

when a fault occurs:

• Each Ship Service Converter Module (SSCM) has enough capacity to feed one and

a half loads (7.5KW )

• If one SSCM is damaged, two SSCM’s can feed the complete system (three loads).

• The loads are rated at 5KW but they can be increased at 15KW .

• All arcs, except the SSCMs arcs, have the same capacity as the maximum loads

power demand (15KW ).
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• The priority of the three loads, are the same as in the single DCZEDS discussed

in Table 4–5.

Zone 1 Zone 2 Zone 3
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Figure 5–3: Full DCZEDS initial configuration.

The initial configuration of the full DCZEDS is when all SSCM’s connected at

the main bus N12 (port distribution bus) feed their corresponding load, see Figure

5–3. The vectors edge-flux, status, and capacities are shown in Tables 5–14, 5–15

and 5–16 respectively.

5.3.1 Zone Isolation

The first scenario is when three faults occur simultaneously in nodes N1, N2

and N10. The isolation of the three faulty nodes is shown in Figure 5–4 and the

edges tripped by the algorithm are shown in Table 5–17.
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Table 5–17: Edge tripped to isolate N1, N2 and N10.

Edges Tripped [1 2 3 4 16 17 18 19 20 21 22 23 24 25 26 27 40 41]

Zone 1 Zone 2 Zone 3

N15 (L2)

N16 (L3)
N14 (L1)

5 / 15

5 /7.5

5 /15

0 /7.5

0 /15

0 /15

0 /15

0 /15

5 / 15

0 /15

0 /15

5 /7.5

0 /15

0 /15

5 /15

0 /15

5 / 15
0 /15

0 /15

0 /15

0 /15

0 /7.5

0 /15

e7

e8

e10

e11

e38

e23

e6
e28

e30

e32

e34

e36

e14

e12

e15

e13
e27

e29

e31

e33 e39

e37

e35

e41

e9

e25

N7

N3

N8

N4

N5

N9

N6

N11

N12(G1)

N13(G2)

e5

Figure 5–4: Full DCZEDS with faults on N1, N2 and N10

After isolation of the nodes N1, N2 and N10, the edge-status vector and edge-

flux vector were updated as shown in Table 5–18 and 5–19 respectively.

As a result of these three faults, the system presents unbalance on node N7 as

shown in Table 5–20. In this case, the algorithm tries to reach the unbalanced node

but the node is unreachable because there are not paths that can connect it to a

source.
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To avoid the unbalance in the system, it is necessary to shed load L1. The al-

gorithm identifies that edge e5 is the only one that needs to be disconnected and the

new edge-status vector, edge-flux vector, and power on each node are calculated, see

Tables 5–21, 5–22 and 5–23 respectively. The updated graph is shown in Figure 5–5.

Zone 1 Zone 2 Zone 3

N15 (L2)

N16 (L3)
N14 (L1)

5 / 15

5 /7.5

5 /15

0 /7.5

0 /15

0 /15

0 /15

0 /15

5 / 15

0 /15

0 /15

5 /7.5

0 /15

0 /15

5 /15

0 /15

5 / 15
0 /15

0 /15

0 /15

0 /15

0 /7.5

0 /15

e7

e8

e10

e11

e38

e23

e6
e28

e30

e32

e34

e36

e14

e12

e15

e13
e27

e29

e31

e33 e39

e37

e35

e41

e9

e25

N7

N3

N8

N4

N5

N9

N6

N11

N12(G1)

N13(G2)

e5

Figure 5–5: Full DCZEDS with isolation of L1.
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5.3.2 Simultaneous faults

The second scenario for the full DCZEDS, in this case there are simultaneously

faults on nodes N1 and N2 and at the same time the load power demand on L1 (N14)

is increased to 13KW . The reconfiguration algorithm redistributed the power flow

on all the system tracing different paths to balance it.

The starting point for this example is the DCZEDS showed in Figure 5–3. The

edges to be tripped to isolate the nodes N1 and N2 are shown in Table 5–24 and its

graph representation in Figure 5–6.

Table 5–24: Edge tripped to isolate N1 and N2 on the full DCZEDS.

Edges Tripped [1 2 3 4 16 17 20 21]

Zone 1 Zone 2 Zone 3

N15 (L2)

N14 (L1) N16 (L3)
0 / 15

0 / 15

0 / 15

0 / 15

0 / 15

5 / 7.5

0 / 15

5 / 15

0 / 15

0 / 15

0 / 15

0 / 15

0 / 15

0 / 15

0 / 15

0 / 15

5 / 15

0 / 15

0 / 15

0 / 7.5

5 / 7.5

0 / 15

0 / 15

5 / 15

0 / 15

0 / 15 5 / 15

0 / 15

0 / 15

0 / 15

0 / 7.5

0 / 15

13 / 15

e5

e10

e11

e24

e26

e18

e19

e22

e23

e6
e28

e30

e32

e14

e12

e15

e13
e27

e29

e31

e33 e39

e37

e35

e41

e25

N7

N3

N8

N4

N5

N9

N6

N11

N12(G1)

N13(G2)

e40
N10

e8

e34

e36

e38

e7

e9

Figure 5–6: Full DCZEDS with fault on N1, N2 and increment on load L1.

After isolation of node N1 and N2 and the increment on L1, the edge-flux vec-

tor, edge-status vector, and the net power on each node were updated as shown in

Tables 5–25, 5–26, and 5–27.
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The system presents an unbalance on N7 of 13KW . The algorithm first ex-

tracts the maximum capacity of the SSCM connected to main bus of the zone 2

(N3), which is 7.5KW , but there is still an unbalance of 5.5KW on N7. Then,

the algorithm finds other path to meet the load power demand, which connect the

alternate SSCM N4 of the adjacent zone. The paths to connect the zones are shown

in Table 5–28 and their graph representation is shown in Figure 5–7. The updated

matrices after this reconfiguration are shown in Tables 5–29,5–30 and 5–31.

Table 5–28: Paths selected to balance N7 after simultaneous faults occurred

From N3N3N3 From N4N4N4

Edges Nodes Edges Nodes

[18 22] [7 10 3] [18 26] [7 10 4]

Zone 1 Zone 2 Zone 3

N15 (L2)

N14 (L1) N16 (L3)
0 / 15

13 / 15

0 / 15

0 / 15

0 / 15

7.5 / 7.5

7.5 / 15

0 / 15

0 / 15

0 / 15

0 / 15

5.5 / 15

0 / 15

0 / 15

0 / 15

0 / 15

5 / 15

0 / 15

0 / 15

7.5 / 7.5

5 / 7.5

0 / 15

0 / 15

5 / 15

0 / 15

0 / 15 5 / 15

0 / 15

0 / 15

0 / 15

0 / 7.5

2 / 15

13 / 15

e5

e10

e11

e24

e26

e18

e19

e22

e23

e6
e28

e30

e32

e14

e12

e15

e13
e27

e29

e31

e33 e39

e37

e35

e41

e25

N7

N3

N8

N4

N5

N9

N6

N11

N12(G1)

N13(G2)

e40

N10

e8

e34

e36

e38

e7

e9

Figure 5–7: Full DCZEDS with N7 balanced after fault detection on N1 and N2,
and increment on L1
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Here, it is important to observe that the node N7 was balanced, but this caused

an unbalance of 3KW on N8, which represents that the power demand of load 2

is not supplied. This occurred because the load 2 has less priority than load 1.

However, the algorithm found that the system has enough capacity to feed the load

L2 and also verified that this load is reachable. Then, the path selected to balance

N8 is shown in Table 5–32 and it is observed in Figure 5–8. The status, flow and

power, were updated and are shown in Tables 5–33, 5–34 and 5–35 respectively.

Table 5–32: Path selected to balance N8 after N7 was balanced

From N5N5N5

Edges Nodes

[30 34] [8 11 5]

Zone 1 Zone 2 Zone 3

N15 (L2)

N14 (L1) N16 (L3)
0 / 15

13 / 15

0 / 15

0 / 15

0 / 15

7.5 / 7.5

7.5 / 15

0 / 15

0 / 15

0 / 15

0 / 15

5.5 / 15

0 / 15

0 / 15

3 / 15

0 / 15

5 / 15

0 / 15

0 / 15

7.5 / 7.5

7.5 / 7.5

3 / 15

0 / 15

4.5 / 15

0 / 15

0 / 15 5 / 15

0 / 15

0 / 15

0 / 15

0 / 7.5

2 / 15

13 / 15

e5

e10

e11

e24

e26

e18

e19

e22

e23

e6
e28

e30

e32

e14

e12

e15

e13
e27

e29

e31

e33 e39

e37

e35

e41

e25

N7

N3

N8

N4

N5

N9

N6

N11

N12(G1)

N13(G2)

e40

N10

e8

e34

e36

e38

e7

e9

Figure 5–8: Full DCZEDS with nodes N7 and N8 balanced.
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After N8 was balanced, there is an unbalance on node N9 of 0.5KW , in this

case the load 3 cannot be completely supplied. Then, the algorithm detects that it

is possible to switch the auctioneering diodes into the zone 3 to balance N9, taking

the total power to supply the load 3 from N6. The updated matrices are shown

in tables 5–36, 5–37 and 5–38 respectively. The power flow through the converter

connected to the main bus into the zone 3, was reduced because only supplies the

load into the zone 2.

At this point, the algorithm found that power is balanced in all nodes and the

reconfiguration process is ended.

Zone 1 Zone 2 Zone 3

N15 (L2)

N14 (L1) N16 (L3)
0 / 15

13 / 15

0 / 15

0 / 15

0 / 15

7.5 / 7.5

7.5 / 15

0 / 15

0 / 15

0 / 15

0 / 15

5.5 / 15

0 / 15

0 / 15

3 / 15

0 / 15

5 / 15

0 / 15

0 / 15

7.5 / 7.5

3 / 7.5

3 / 15

0 / 15

0 / 15

0 / 15

0 / 15 5 / 15

5 / 15

0 / 15

0 / 15

5 / 7.5

2 / 15

13 / 15

e5

e10

e11

e24

e26

e18

e19

e22

e23

e6
e28

e30

e32

e14

e12

e15

e13
e27

e29

e31

e33 e39

e37

e35

e41

e25

N7

N3

N8

N4

N5

N9

N6

N11

N12(G1)

N13(G2)

e40

N10

e8

e34

e36

e38

e7

e9

Figure 5–9: Full DCZEDS with nodes N7 and N8 balanced
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5.3.3 Load Restoration

This scenario is assumed starting from the last reconfigured system (Figure

5–9). Now, there is a fault on the main SSCM in the zone 3 (N5), the edges tripped

to isolate the fault node are shown in Table 5–39. The current system graph is

shown in Figure 5–10 and the updated matrices are shown in Tables 5–40, 5–41 and

5–42. As you can see, the power that can be given to L2 is not enough to supply all

of their power demand, and N8 is again unbalanced.

Table 5–39: Edge tripped to isolate N5 on full DCZEDS.

Edges Tripped [11 12 34 35]

Zone 1 Zone 2 Zone 3

N15 (L2)

N14 (L1) N16 (L3)
0 / 15

13 / 15

0 / 15

0 / 15

0 / 15

7.5 / 7.5

7.5 / 15

0 / 15

0 / 15

0 / 15

0 / 15

5.5 / 15

0 / 15

0 / 15

0 / 15

0 / 15

5 / 15

0 / 15

0 / 15

7.5 / 7.5

0 / 15

0 / 15 5 / 15

5 / 15

0 / 15

0 / 15

5 / 7.5

2 / 15

13 / 15

e5

e10

e24

e26

e18

e19

e22

e23

e6
e28

e30

e32

e14

e15

e13
e27

e29

e31

e33 e39

e37

e41

e25

N7

N3

N8

N4

N9

N6

N11

N12(G1)

N13(G2)

e40

N10

e8

e36

e38

e7

e9

Figure 5–10: Full DCZEDS with N5 isolated.
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In this case, the lower priority load (L3) is supplied instead of load with a higher

priority (L2). The algorithm found that the total system capacity (22.5KW ) is less

that the loads power demand (23KW )and then the lower priority load must be

shed. To do this, first it is disconnected the path that is actually supplying the L3

and then the flow are updating on over the graph. After, a new path is founded to

balance the N8, see Table 5–43 and Figure 5–11. The reconfiguration process ends

in this point and the updated vectors are shown in Tables 5–44, 5–45 and 5–46.

Table 5–43: Path selected to balance N8 after isolation of N5

From N6N6N6

Edges Nodes

[30 38] [8 11 6]

Zone 1 Zone 2 Zone 3

N15 (L2)

N14 (L1)
0 / 15

13 / 15

0 / 15

0 / 15

0 / 15

7.5 / 7.5

7.5 / 15

0 / 15

0 / 15

0 / 15

0 / 15

5.5 / 15

0 / 15

0 / 15

3 / 15

0 / 15

5 / 15

0 / 15

0 / 15

7.5 / 7.5

0 / 15

0 / 15 0 / 15

0 / 15

0 / 15

3 / 15

3 / 7.5

2 / 15

13 / 15
N16 (L3)

e5

e10

e24

e26

e18

e19

e22

e23

e6
e28

e30

e32

e14

e15

e13
e27

e29

e31

e33 e39

e37

e41

e25

N7

N3

N8

N4

N9

N6

N11

N12(G1)

N13(G2)

e40

N10

e8

e36

e38

e7

e9

Figure 5–11: Full DCZEDS with path to balance N8 after isolation of N5
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Now, the power demand of load 3 is reduced to 3KW , the algorithm detected

this change and found that system has enough capacity to feed the three loads, but

at the moment one of these is shed and needs to be restored. In this case, this power

demand can be extracted from the alternate converter into the zone 3, see Figure

5–12. The system is balanced and the process ends because the system constraints

are satisfied, see Tables 5–47, 5–48 and 5–49.

Zone 1 Zone 2 Zone 3

N15 (L2)

N14 (L1) N16 (L3)
0 / 15

13 / 15

0 / 15

0 / 15

0 / 15

7.5 / 7.5

7.5 / 15

0 / 15

0 / 15

0 / 15

0 / 15

5.5 / 15

0 / 15

0 / 15

3 / 15

0 / 15

5 / 15

0 / 15

0 / 15

7.5 / 7.5
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5.4 Summary

Some scenarios were tested on the DC Zonal Electric Distribution System (single

and full) explained in Chapter 4. The effectiveness of the reconfiguration algorithm

proposed was demonstrated because was possible to shed loads with lower priority

in both systems, and to shed load when was unreachable in the full DCZEDS.

Also, it reconfigured the system when simultaneous faults occurred together with

an increment of power demand on the higher priority load. And by last, one case of

load restoration was shown.

All of the topologies obtained after the reconfiguration process were the ex-

pected in each scenario, since always the loads with higher priority were the first

restored with exception of the second scenario, where the load with higher priority

was disconnected because it was unreachable.



CHAPTER 6

Conclusions and Future Work

6.1 Conclusions

The study and application of graph theory to develop a reconfiguration algo-

rithm on DC Zonal Electric Distribution Systems was presented in this thesis. This

kind of systems has unique system architectures, characteristics, dynamics and sta-

bility problems which are not similar to those of conventional AC electrical power

distribution systems. These systems also need to be reconfigured quickly after a

fault event occurs.

The reconfiguration of DCZEDS was posed as a network flow multi-objective

optimization problem, where we maximized the number of served high priority loads

and minimized the switching operations needed to realize the new topology. The

system constraints also were included in the optimization problem to ensure safe

operating conditions.

The reconfiguration algorithm was implemented in Matlab and maximized the

number of high priority loads by efficient manipulation of the matrix representation

of the system, derived from its graph representation (e.g. Incidence matrix, switch

status matrix, instantaneous power flow matrix).
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Also, the reconfiguration algorithm was developed under the methodology of

[25] (Figure 2–4), where the process can run repeatedly and solve the problem in a

centralized manner. Under this scheme, each time the process began, the algorithm

acquired the updated system data, and in this way the loads were reconfigured with

the current load power demand. In other words, the algorithm was capable to recon-

figure variable loads analyzing the residual capacity of the network at the moment

of fault.

Some scenarios were tested with the ONR DC Zonal Electric Distribution Sys-

tem to verify the performance of the algorithm. These results showed the reconfig-

uration process when it was necessary to shed loads because of unreachability and

low priority. Also, scenarios were presented in which the loads power demand were

increased and decreased. In each case, the algorithm found the necessary path to

reconfigure the system solving the proposed optimization problem.

Besides, other DC power distribution systems were studied to verify the gen-

erality of the reconfiguration algorithm, the study only carried out the graph rep-

resentation of the system. The matrices for each system can be constructed in the

same manner than in the example presented in Chapter 4.

Finally, it is possible to say that the algorithm has the capacity to isolate faults

nodes, feed the loads with higher priority, shed or pick-up loads under different sit-

uations and also reconfigures systems with variable loads.
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6.2 Future Work

• Future work includes to simulate a test system and to develop an interface between

protecting devices and the Matlab functions that establish the protection setting

required.

• Also, we recommend to develop a reconfiguration process based on distributed

control where each controller in the system uses the reconfiguration algorithm pre-

sented in this thesis (e.g. high reliability distribution system HRDS in Section

4.5.1).

• Generally, the real systems developed have storage elements to supply at some of

the loads. For this reason it is needed to add this kind of elements into the recon-

figuration algorithm. It is important to keep in mind that the storage elements,

such as UPS (Uninterruptible Power Supply) or batteries, can be considered as

generators or loads, depending of the power demand.
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