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Abstract 

The objective of this research is to demonstrate the necessity of the industry of the 

use of functional data analysis techniques in order to analyze experiments. The type of 

experiment analyzed has the peculiarity that the response is measured repeatedly through 

time or through a specific signal factor. Two case studies are used in order to test the 

three methods proposed.   The first method is a Point-Wise approach in which a classical 

ANOVA is performed in each level of the signal factor. The second uses a basis to 

represent the collection of all the response functions in order to relate the coefficients of 

the basis representation with the factors of the experiment. The third approach is a 

modification of the second method. The only difference is that regions are predetermined 

and the basis is applied and analyzed in each region separately. The three methods are 

proved in order to determine their effectiveness.    
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Resumen 

El objetivo de esta investigación es el demostrar la necesidad de utilizar el análisis 

de datos funcionales en experimentos industriales. El tipo de experimentos analizados 

tiene la peculiaridad de que la respuesta se mide repetidamente a lo largo de un factor 

señal. Dos casos de estudio fueron utilizados para probar los tres métodos propuestos. El 

primer método se basa en conducir un análisis de varianza en cada nivel del factor señal. 

El segundo se utiliza una base para representar todas las funciones. Los coeficientes de la 

base están asociados a los factores del experimento. El tercer método es una modificación 

del segundo; la única diferencia es que se crean regiones con respecto al factor señal. En 

cada región se aplica la base y se analizan los coeficientes de la misma. Los tres métodos 

fueron probados con el propósito de determinar su efectividad.  
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1 Introduction 

1.1 Justification 

The technological developments in information processing have made real time 

process monitoring possible.  The result of these developments is the collection of huge 

amounts of data.  For that reason, new techniques are required in order to analyze and 

take advantage of the data available.  Today it is possible to analyze a process or a system 

considering the input or output variables as functions instead of as discrete points.  For 

this type of analysis some techniques have been developed, for example longitudinal data 

analysis and the functional data analysis (FDA).  These analyses are appropriate when 

each individual is measured repeatedly through time or through a specific signal factor 

for example (frequencies, rotating speeds or compression loads [3]).  The techniques 

previously mentioned have been applied successfully in the biological sciences, 

psychology, and social sciences. Only now are these techniques starting to be applied in 

engineering problems that affect industry.      

  In every manufacturing process, it is necessary to establish standards, and monitor 

the performance of the process in order to ensure the highest quality to the customer.  In 

most of the manufacturing process Statistical Process Control (SPC), the set of tools used 

to control the process accuracy and precision.  However, the implementation of an SPC 

program is not enough to ensure quality.  Sometimes problems occur and it is necessary 

to have the proper mechanisms to detect the root causes in order to take the necessary 

corrective actions.  One of the most widely used tools to find the root causes of the 

problems is Design of Experiments (DOE).  DOE provides the mechanisms to find the 

factors that affect directly the process; it can be used as an optimization tool.   

For all the reasons mentioned above, it is necessary to develop the proper set of 

tools to introduce FDA concepts to problems faced by industries. These tools must 

integrate the analysis of functional data in order to perform successful experiments.   
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1.2  Objectives 

Functional data analysis is very complex; it involves a lot of computational effort 

and it requires the understanding of topics like, basis functions and Fourier series among 

others.  The main objective of this research is to integrate the capabilities of the 

functional data analysis to industrial experiments in an efficient manner. Other specific 

objectives are 

• Develop some methods to simplify the experimentation with functional 

data. 

• Analyze and compare the methods proposed 

• Develop a series of applications to ease the implementation of the proposed 

methods in industry 

1.3 Organization 

Chapter 2 presents the literature review and the background of the most relevant 

concepts related to the work completed in this research. These concepts include design of 

experiments (DOE), an introduction to functional data analysis, which is the most 

important concept, presented in this chapter and some other important topics such as 

linear regression, and functional analysis of variance. The methodology used to complete 

the objectives of this thesis is explained in Chapter 3. This chapter includes the 

discussion of the three methods proposed for this research in detail.  

Chapters 4 and 5 present the results for the two case studies selected for this 

research. The first case is a simulated one; the second is a real world application. Chapter 

6 explains the computer applications developed during this research. Chapter 7 presents 

the conclusions and future work to expand this research.   
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2 Basic Concepts 

Several concepts required for the FDA experimental integration are discussed in this 

chapter. The concepts are design of experiments, functional data analysis, linear 

regression, functional analysis of variance, and high dimensional analysis of variance.  

2.1 Design of Experiments 

2.1.1 General Definition and Objectives 

In general terms it is possible to define the concept of design of experiments as the 

systematic manipulation of certain input variables (factors) to observe their respective 

impact in an output variable (response variable).  The main objectives of the design of 

experiments are the following 

1. Obtain the maximum amount of information using the minimum of resources. 

2. Detect the factors that shift the mean of the response variable. 

3. Find the factors that affect the dispersion or variability of the response variable. 

4. Detect the factors that do not have effect any effect in the response variable.   

5. Construct an empirical model that relates the factors with the response variable. 

6. Find the proper levels of the main factors to optimize the process. 

2.1.2 Factorial Experiments 

Factorial experiments are one of the most widely used experimental designs when 

two or more factors are involved.  The basic characteristics of a factorial design are  

1. All the possible level combinations of every factor are studied. 

2. It is necessary to investigate the interaction effects among factors. 

Among the factorial experiments, the most widely used is the 2k in which each factor 

has only two levels. This type of experiment has certain properties desired in 

experimentation like orthogonality and projection among others.  
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2.2 Functional Data Analysis 

2.2.1 Goals of the Functional Data Analysis 

Functional data analysis (FDA) was developed for analyzing functional (or curve) 

data [2].  In FDA, the data consists of functions not vectors.  Samples aken 

at time points K,, 2tt are converted into functi

nyyy K21,  t

1 ons { } K,2,1,)( =jtx j

 are 

  as shown on Figure 

2-1.  The goals of the functional data analysis

1. Represent the data in ways that facilitate further analysis. 

2. Display the data to highlight various characteristics. 

3. Explain variation in an outcome or dependent variable by using input or 

independent variable information.   

4. Compare two or more sets of data with respect to certain types of variation, where 

two sets of data can contain different sets of replicates of the same functions, or 

different functions for a common set of replicates 

t1 t2 t3 t4 t5 

y1 
y2 

y3 

y4 

X(t) 

y5 

t 

 

2.2.2

screte 

me

are [2] 

1. The raw data is collected, cleaned and organized.   

Figure 2-1 Graphical Representation of the Functional Data Problem 

 Main Steps in an Functional Data Analysis 

Assuming that a functional datum for replication i arrives as a set of di

asured values, inii yyy K21, , the tasks required to perform the functional data analysis 
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2. Data are converted to functional form.  That is, the raw data for observation i are 

used to define a function xi that can be evaluated at all values of t over some 

3. ase the analysis. 

4. The functions may be registered or aligned in some way; so important features 

5. 

ctional object is using 

interpolation [2], [4].  This technique can be applied in cases when the measures do not 

l noise.  When the raw data have, considerable noise is 

necessa and 

veral types of smoothers that can be applied to functional data for 

example linear smoothing and smoothing based in basis-fu

interval.   

Summary statistics and plots can be generated in order to e

found in each curve occur at roughly the same argument values.   

Exploratory analyses can be carried out on the registered data, for example 

principal components analysis.   

6. Models can be constructed to establish the relationship between a dependent 

variable with respect one or more independent variable.   

2.2.3 Representing the Functional Data as a Smooth Function 

The simplest way to convert the raw data into a fun

have too much observationa

ry to apply a smoother to reduce the effect of the noise in calculations 

analysis.  There are se

nction methods.  Those two 

types are explained with more details in the following sections.   

2.2.3.1 Linear Smoothing 

A linear smoother estimates the function value x(t) by a linear combination of 

discrete observations 

∑
=

=
n

j
jj ytStx

1

)()(ˆ . Tt ∈     (2.1)

The be

at the sequence

havior of the smoother at t is determined by the weights Sj(t).  Linear smoothers 

can be represented in a matrix form.  Suppose th  msss <<< K21

ted, is on hand.  Notice that 

j.  Let x̂ be the 

 of 

evaluation points in T at which the function x is to be estima

the evaluation points do not need to be the same as the observation values t

m-vector of values x(si) and y for the vector of observed data yj.  Is possible to write 
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Syx =ˆ      (2.2)

where Sij=Sj(si).   

Many widely used smoothers are linear.  The linearity of a smoother is a desirable 

feature for various reasons: The linearity property  

bSyaSybzayS +=+ )(  

is important for obtaining various properties of the smooth representation. Simplicity of 

the smoother implies relatively fast computation.  The concept of linear smoothing it is 

shown in Figure 2-2 

 

Figure 2-2 Graphical Explanation of the Linear Smoothing approach 

d point , i = 1,2,3,…, at  

tim  points are Si , i = 1,2,3,… 

2.2.3.2

nsion, which is defined 

by 

 

From Figure 2-2 it is possible to observe the observe s iy

es it , i = 1,2,3,…, and the predetermined evaluation

 Smoothing Based in Basis Function Methods 

The function xi can be represented by a basis function expa

a set of basis functions, Kkk ,,1, K=φ  [2].  In this appro ch, a functional observation 

pressed as 

a

xi is ex

∑=
K

k
kiki tctx )()( φ     (2.3) 
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W hhen t ese basis functions kφ are specified, then the conversion of the data into a 

fun

many bases possible, and many considerations to take into account. The 

following list provides a number of the more common bases: 

1. Fourier Basis, typically used for periodic da

asis, typically used for nonperiodic data. 

3. Polygonal Basis, defining a function made up of s

asis, consisting of the power of t: 1, t, t2, t3… 

5. Exponential basis, a set of exponential functions,  each with a different rate 

parameter αk. 

nctions, the first two are by far the most important [2].  The Fourier 

and the Polygonal basis are used when the data does no

extremely stable functions.  

2.2.4 Summary Statistics for Functional Data 

 section. 

ctional data object involves computing and storing the coefficients of the expansion, 

cik, into a coefficient matrix.   

There are 

ta. 

2. B-Spline B

traight-line segments. 

4. Monomial B
tkeα

Of these basis fu

t present many local features in 

The classical summary statistics apply equally for functional data [2].  The mean, 

variance, covariance and correlation are shown in this

1. Mean 

∑−=
N

txNtx 1 )()(     
=

 (2.4) 
i

i
1

2. Variance 

[ ]∑
=

− −−=
N

i
ix txtxNt

1

21 )()()1()(var     (2.5) 

3. Covariance 

{ }{ }∑− −−−=
N

iix txtxtxtxNtt 2211
1

21 )()()()()1(),(cov  (2.6) 
=i 1

4. Correlation 

)()(
),(cov

),(
21

21
21 tVartVar

tt
ttcorr

xx

x
x =     (2.7) 
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2.2.5 Functional Linear Regression  

Som

on applies [2], and these are 

1. Functional response with non-functional ind

the first one.  This is because in the design 

of expe

s and minus ones representing the two levels (low and 

high) of each factor.  To complete the linear regression, which is the fundament of the 

analysis conducted in every design of experiment, is necessary to unders

 

etimes it is necessary to establish the relationship between one response variable 

and two or more independent variables.  There are a few possible situations in which the 

functional linear regressi

ependent variables. 

2. Non-functional response with functional independent variables. 

3. Functional response and functional independent variables. 

In this thesis, the situation under study is 

riments, the set of independent variables (factors) is fixed.  The design matrix (in 

a 2k factorial design) contains one

tand the linear 

regression when the data is not functional. 

2.2.5.1 Linear Regression  

Linear regression analysis is probably the most widely used technique to establish 

the relationship between a response variable and one or more decision (independent) 

variables in the form of 

εβ +Χ=y      (2.8) 

where X is a matrix n x p, β is a vector p x 1 of the regression coefficients that has to be 

estimated by β̂ , and ε is the random error that are assumed to be independent are 

normally distributed with constant variance.   

The essence of the linear regression is obtain a model which minimizes the sum of 

squared errors that are defined as 

( )∑
=

 (2.9) −=
n

i
ii yy

1

2ˆ (SSE) errors square of sum . 

It can be proved that the coefficients that minimize the sum of the square errors can be 

obtained using the formula 

)()(ˆ 1 yXXX TT −=β .    (2.10) 
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 A serious problem that may dramatically affect the usefulness of a regression 

model is multicollinearity, or near linear dependence among the regression variables [5]. 

Regression models fit to data by the method of least of squares when strong 

muticollinearity is present are notoriously poor prediction equations, and the values of the 

coefficients are often very sensitive to the data in the particular sample collected [5]. 

Another effect of the multicollinearity problem is the physical interpretation of the 

coefficients of the model obtained. The model can fit the data, but the coefficients that 

are used to determine which factors are more relevant in the experiment can be seriously 

affected not only in magnitude, the sign of the coefficient can affected. In order to detect 

the multicollinearity problem the variance inflation factors (VIF) are used. Variance 

nearity problem.  

 

o eliminate some variables from the model. One of 

the 

stepwis

F-s

The sm artial F-statistics is compared with a pre-selected value Fout (or F-

to-r out, the regressor 

is r

The concepts of linear regression can be applied in a Point-Wise manner [2], [3] to 

1. 

inflation factors greater than 10 imply a serious multicolli

In linear regression, not all the regression variables are relevant to the model all 

the times. Sometimes it is necessary t

most widely used techniques for variable selection is the backward elimination 

e procedure. The procedure begins with all K candidate regressors. Then a partial 

tatistic is computed for each regressor as if it were the last variable to enter the model. 

allest of these p

emove), for example, and if the smallest partial F value is less than F

emoved from the model. Now a regression with K-1 regressors is fit, the partial F-

statistics for this new model calculated, and the procedure repeated. The backward 

elimination algorithm terminates when the smallest partial F value is no less than the 

preselected cutoff value Fout [5].  The stepwise procedure can be used to improve models 

that have the multicollinearity problem; due the elimination of the variables that are 

correlated, the model can be improved dramatically.  

2.2.5.2 Functional Analysis of Variance (FANOVA) 

functional data following these steps 

Convert the response variable into a functional form; this implies the execution of 

most of the steps mentioned previously for example smoothing, registration, etc.   
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2. For each selected level of the signal factor, the coefficients of the model have to 

be calculated.   

3. Each coefficient is converted into a function of the signal factor. 

In other words the result of this procedure is a group of coefficients that are functions 

of the signal factor in the same manner that the response variable.  In addition, of the 

functional linear regression a functional analysis of variance can be used to analyze the 

effects of some variables over the response. FANOVA considers the problem as a 

 of hypothesis (the number of data 

points per curve can be hundreds or thousands) has to be tested simultaneously that 

roblem [9].  

2.2.5.3 High-Dimensional Analysis of Variance (HA

unctional hypothesis testing based on the 

decomposition of the original functional data into Fourier or wavelet series, and applied 

the adaptive Neyman and wavelet thresholding procedures to the resulting empirical 

nderlying signal’s representation in the Fourier or wavelet domains that allows a 

significant reduction of dimensionality [6], [9]. This procedu

eveloped for curves 

co

tiple Groups of Curves 

Consid

univariate ANOVA problem for each specific level of the signal factor. A crucial 

drawback to this approach is that an enormous number

causes a serious multiplicity p

NOVA) 

It is a powerful overall test for f

Fourier and wavelet coefficients respectively. The underlying idea based on the sparcity 

of the u

re is not used in the methods 

proposed, but it is a good example of how complex the methods d

mparison are.  

2.2.5.3.1 Testing Differences among Mul

er the observed curves from I different groups: 

{ }T,1, t,n,1,j I,,1,2i ),( i KKK ===tX ij  

It is possible to assume that  

tij )()() ttfX iji( ε+=     (2.11) 

where { }T1,..., t),( =teij  are stationary time series with mean 0. One is interested in 

testing hypothesis: 
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   )()(f : i tftHo =
T1,..., tand   I1,...,ifor ==  

 )()(f : i1 tftH ≠

{ })(* tX ij  be the direct Fourier transform of the vector{ })(tij . Then X { })(* tX ij  satisfied Let 

the ideal model 

iij ε+=     (2.12) 

nt to the following problem 

 then it is possible to apply the Adaptive 

Analysis of Variance [6].  

2.2.5.3.2 Adaptive Analysis of Variance 

N  variables [6]

)()()( *** ttftX ij

Then the previous hypothesis is equivale

T1,...,k and  I1,...,ifor   )()( : ** === kfkfHo i

For simplicity of notation, it is possible to state the HANOVA as follows: let 

),(~ ijijijX σµ  be independent and random . One wants to test 2

n1,...,j and  I1,...,ifor   : === jijHo µµ   

ewhere n is large. It is assum d that { }2  are known. Suppose that prior knowledge 

indicates tha

ijσ

t useful information is concentrated on the first m cells.  Then the following 

sub-problem is considered 

jfor   : == jijHo µµ m1,...,  

The maximum likelihood ratio statistic for the sub-problem is  

( )∑∑ − −=
m

= =

I
222

j i
jijij XXX

1 1
.σ     (2.13) 

with 

∑

∑
−

=

−

= I

ij

I

i
ijij

j

X
X

2

1

2

.

σ

σ
    (2.14) 

=i 1

Thus a level-α test is to reject Ho when 
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( ) ( )

( )
{ }mIX

mI

mIXF

mI

m I

jm

)1()1(
12

1

1
2

2
)1(

2
.

−−−
−

⎭
⎬
⎫

−−=

− α
 (2.15) 

Note 

X
mI j i

ijij)1(
1

1 1

2

⎩
⎨
⎧

−
− = =

−∑∑σ

      ≥

that when the degrees of freedom (I-1)m are large, Fm is normally distributed with 

mean 
( )mI

m
m 12

2
2*

−
=

δδ  and variance 1. Where ( )∑∑
= =

− −=
m

j

I

i
jijijm

1 1

2
.

22 µµσδ  with 

∑

∑

=

−

=

−

= I

i
ij

I

i
ijij

j

1

2

1

2

.

σ

µσ
µ . In practice, m must be determined as m

1
F  maxargˆ

nm
m

≤≤
=  leading to the 

adaptive testing statistic, which defines the HANOVA 

( )
( ) ( )

⎭
⎬
⎫

⎩
⎨
⎧

−−−
−

= ∑∑
= =

−

≤≤

m

j

I

i
jijijnmm mIXX

mI
F

1 1

2
.

2

1ˆ 1
12

1max σ   (2.16) 

Specifically when I=2, the test statistic reduces to 

( )
⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

−
+

−
= ∑

=

to observe the amount of concepts that will 

be integrated and simplified on this work. As mentioned on the first chapter, the intention 

o e  of these tools in industry. The next chapter 

presents the details of the m

≤≤

m

j jj

jj

nmm m
XX

m
F

1
2
2

2
1

2
21

1ˆ 2
1max

σσ
  (2.17) 

From the previous sections, it is possible 

f this r search is to make feasible the use

ethodology that will be used during this work. Three methods 

were proposed based on the concepts presented on this chapter.  
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3  Methodology 

3.1 Point-Wise method 

The Point-Wise method is based on the ideas of the functional data analysis (FDA) 

proposed by Ramsay and Silverman [2] in their book and papers in specific in the 

functional analysis of variance (FANOVA) mentioned in the previous chapter. A linear 

l of the signal factor. Then curves of 

coefficients are obtained. In other words, dynam

o

  type of industrial experiments considered there is no interest with 

respect

spective statistical tests to validate the 

regression are performed at each level of the signa

to verify the significance of the regression and a T-test to verify the contribution of each 

als and the coefficients of determination are calculated at each 

level of the signal factor.  

is used to complete the following 

regression model is generated at each leve

ic models are generated. The main 

difference of this method with respect the FDA is that no sm othing techniques have 

been used. In the

 the derivatives of the response variable; this is the justification for not using the 

smoothers; also simplification is highly desired in a technique that will be applied in the 

industry. In addition to the coefficients, the re

l factor. To be more specific, an F-test 

factor are performed at each level of the signal factor resulting in curves for the F and T 

tests. In addition, the residu

3.1.1 Model Validation and Inference 

As mentioned previously, an F test is applied to validate the significance of the 

regression at each level of the signal factor. The F test 

hypothesis test 

0: 210 ==== kH βββ L   

0:1 ≠jH β  for at least one j. 

The statistical test is given by 

MSE
MSRF =0      (3.1) 
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where the MSE is the mean squared error and the MSR is the mean squared regression. 

The hypothesis is rejected if F0 > Fα,p-1,n-p.  

The coefficients are verified in order to know which ones are making a real 

contribution to the model. This is very important because the coefficients of the 

regression are associated with a factor or combinations of factors in the experiment. The 

hypothesis for the coefficients is given by  

0:

0:

1

0

≠

=

j

j

H

H

β

β
 

The statistical test t used is given by 

jj

j

C
t

20
ˆ

β̂

σ
=      (3.2) 

where Cjj is the diagonal element of (X’X)-1 corresponding to . The null hypothesis is 

rejected if 

jβ̂

1,2/ −−> kno tt α  [1].  

An important measure of performance for the linear regression models is the 

determination coefficient R2 that is a measure of the total variability of the data explained 

by the model. The formula for this coefficient is 

SSE
SSRR =2      (3.3) 

Because R2 always increases as more terms enter to the model [1]. It is preferred to use 

the adjusted R2 defined as 

( )22 111 R
pn

nRadj −⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−
−

−=    (3.4) 

In addition to the previous measures of performance, the Matlab® applications 

created generate the plots for the residuals in order to validate the stochastic assumptions 

for the linear regression. The model validation procedure is also part of the other two 

methods that are going to be presented in this chapter.  
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3.2 Basis Representation Model 

The focus of this method is to represent the response functions as a sum of basis 

functions. However, in this representation the 

to be dependent on the factors presentation is to 

provide a d ent. In 

the FDA, the basis representation is used to 

the idea is to relate actors. Several bases can be applied. The 

basi s

applications developed in this work three ty ial basis, 

Fourier basis and a Cubic Spline basis. These bases have been widely used. To illustrate 

this method, an example is presented in the next section.   

3.2.1 An Example for the Basis Representation Method 

Suppose that an experiment with two factors (x1 and x2) and a functional response 

is being analyzed. The analyst considers important the interaction between the factors and 

considers that a Fourier basis will be appropriate for the data due the periodical behavior 

o

coefficients of the basis functions are going 

of the experiment. The purpose of this re

irect way to capture the factors that have more relevance in the experim

estimate the response curves. In this method, 

 directly the response to the f

s election is going to depend on the behavior of the responses. In the Matlab, 

pe of basis are considered: Monom

f the response. The general form for a Fourier basis expansion is the following: 

K+++++= )2cos()2sin()cos()sin()( 43210 tctctctccty ωωωω   (3.5) 

where 2πω =
Τ

 and T is the highest level of the signal factor [2]. Since the interaction is 

going to be considered, the first term of the expansion will be 

213221100 xxxxc ββββ +++=  and the general basis representation model for this 

example will be  

( )
( )
( )
( ) K++++

++++
++++

++++
++++=

)2cos(
)2sin(

)cos(
)sin(
)()(

213422414104

213322311303

213222211202

213122111101

2130220101000

txxxx
txxxx

txxxx
txxxx

xxxxty

ωββββ
ωββββ

ωββββ
ωββββ

ββββ

  (3.6) 

The dependence of the coefficients of the basis representation on the factors of the 

experiment can be observed directly. The measures of performance discussed previously 
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(Section 3.1.1) can be applied in order to determine the effectiveness of the model. If the 

design matrix X have coded variables then the magnitudes of the resulting c

can be used to determine which factors are the most important in the experiment. The 

same procedure can be applied to the other bases; the key element is to pick the righ

basis a the b st num s for the b

3.3 Piece-wise Method 

evelop an approach able to deal with the dimensionality problem and detect 

which 

Piece-Wise method. In each region, there is a set of coefficients for one 

 

Thi r

difference betw  signal factor. This 

oefficients 

t 

nd e ber of term asis expansion.  

In all the previously designed methods, the dimensionality is an issue. As the number 

of levels of the signal factor increases so does the complexity of the analysis. It is 

necessary to d

factors are more relevant in the experiment. A Piece-Wise approach has been 

proposed the idea of this method is the following: 

• Divide the range of the signal factor in a series of regions 

• Use a common basis representation in each region.  

• Perform a stepwise procedure in order to simplify the model and eliminate the 

non-relevant terms in the regressions.  

• Verify the coefficients of the regression in order to determine which factors are 

more relevant in the experiment per region.   

  

 

Figure 3-1 Illustration of the 
experimental condition  

s p ocedure is a modification to the basis representation method. The only 

een both procedures is the division of the levels of the
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procedure 

some specific r

A chall  to obtain the knots 

that are us

number of kno 1 region, it is necessary 

to determine the optimal position of those knots. Let knots be the v ctor o positio

the different l

Squared of Err

is used when one desires to know which factors are affecting the response in 

egions of the signal factor.  

enge behind this method is to find an optimal method

ed to divide the levels of the signal factor in regions. For a predetermined 

ts k that divides the levels of the signal factor in k+

e f ns for 

evels of the signal factor, that are equally spaced. Let SSEi be the Sum 

or for the region i. The optimization problem is stated as follows 

∑= iSSEzmin      (3.7) 

k1,2,jj,        B)()1( K=

i

Subject to 

∀≥−+ jknotsjknots  (3.8) 

 1)()( ⎟⎜
⎝
⎛≤

B
tlengthfloorknotslength −

⎠
⎞   (3.9) 

       (3.10)    Bknots ≥)1(        

Btlengthkknots −≤ )()(     (3.11) 

0≥B        (3.12) 

where length(t) is the number of levels of the signal factor t, and B is a parameter that 

sets the minimum distance between knots in order to ensure the feasibility of the 

regressions.  

The first constraint forces the knots to keep a distance of B levels in order to make 

the regression estimation possible. The second restriction delimits the number of knots to 

be used. This number cannot be more than the total levels of the signal factor divided by 

the constant B minus one; this constraint guarantees that there are enough points for the 

last region. The third constraint forces the first knot to be at the B position or higher in 

the levels of the signal factor, as the previous restriction this forces the regions to have 

enough points to estimate the regressions required at each region.  The value for the 

co  alue was selected in order to limit the 

maxim

nstant B was selected to be equal to three. That v

um number of knots to be less than a third part of the signal factor levels. Equation 

3.11 ensures enough points for the regressions in the last region. The last restriction is for 
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the values of B that must be positive. All the values of the vector knots have to be integer 

due the definition of the variable. This is a limitation in terms of the software that is been 

used because the optimizations tools of Matlab do not deal with integer variables.  

There is another constraint that has to be considered, the continuity of the 

functions at the knots. In order to force the models to obey this restriction the following 

final procedure was used. 

1. Divide the response matrix into regions delimited by the knots 

2. Obtain the models for each region using the ordinary least of squares 

3. Find the average of the estimated responses per experimental condition at 

the last signal factor level of the first (previous) region 

4. Use the averages previously calculated as constraints for the indicator 

variables of the next region. The number of indicator variables to use will 

be the number of experimental conditions minus one.  

5. Calculate  the coefficients of the regression using the restricted least of 

squares procedure based on the following formula 

 (3.13) 

where br is the vector of the restricted coefficients obtained from Equation 

3.13, b is the vector of coefficients obtained by the ordinary least of 

squares regression, R and r are the restrictions expressed in the following 

form Rβ = r. The number of rows of the matrix R will be equal to the 

 select 

the combination that minimizes the total sum of squared errors. The computational effort 

increases as the number of knots increases. The optimal knots are used to d m

regions and perform the rest of the procedure.  

Rb)-(r]RX)[R(XRX)(X  b  b -1T-1TT-1T
r +=   

number of the experimental conditions minus one. The number of columns 

of the R matrix it is going to be equal to the number of terms of the basis 

expansion plus the number of indicator variables.  

6. Repeat steps 3 to 5 on the other regions 

A procedure was developed in order to find the optimal set of knots given a 

desired number of knots. This method is not efficient but it is effective. The main idea is 

to evaluate all the possible combinations of knots for a pre-selected quantity; and

eli it the 
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In each region a basis, it is going to be used in order to model the behavior of the 

responses. The bases that are going to be used are the monomial basis and a Fourier basis, 

the cubic spline is not going to be considered. Since this basis in the previous method was 

used to incorporate some delimitation of regions in the estimates. In this method is not 

necessary because the signal factor has been div

Suppose that an experiment was conducted considering two factors (x1 and x2), 

 two regions; this means that only 

one k

 

 

ided before completing the basis 

expansions. The following section presents a detailed example for this method.   

3.3.1 An Example for the Piece-wise Method 

with functional response. The analyst wants to study

not is required. Assume tha the optimal knot location is knwon and the initial 

models were obtained, considering a monomial basis. The Figure 3-2 illustrates the 

separation of the response curves of the two regions at the knot for two experimental 

conditions with two replicates.  

 

 

Figure 3-2 Illustration of the separation of two adjacent curves at the knot t0 

Region #1 Region #2

y 

C2 

t0 

 

t

C1
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The point C1 and C2 represents the averages of the estimated responses at the last 

level of the first region for two of the experimental conditions. The functions on 

represents the functions obtained in each region without the continuity constraint. The 

next step of this procedure is to set C1 or C2 (one of the experimental conditions must be 

used as a base for the indicator variables) as the constraint for the indicator variable for 

the next region model; let us take C2 for this example. Suppose that a monomial basis is 

used, then the expansion for the second region is in the form of the Equation 3.14 

( ) ( )
( ) 2

0213222211202

0213122111101213022011000

)(

)()(

ttxxbxbxbb

ttxxbxbxbbxxbxbxbbty

−+++

+−+++++++=
  (3.14) 

 From Equation 3.14 it is possible to observe that the terms related to the signal factor the 

knot is subtracted. The reason for this is in order to let the indicators variables to take all 

the effect of the imposed restrictions. The restrictions matrix (R) and right hand side (r) 

have the following form  

  and )1,0,0,1( K=R )( 2Cr =     (3.15) 

After imposing the restriction, the restricted least of squares procedure is completed for 

the second region. The coefficients of all the regions except for the first one are obtained 

using the restricted least of squares.  

3.4 Metric of comparison for the all methods 

In order to compare all the methods it is necessary to establish a metric or a 

measure of performance. The metric considers some important quantities such as the 

number of parameters estimated, the sum of all the squared sums of error and the total 

number of data points used. The name given to this metric is “pseudo-MSE” and the 

following equation defines it.  

parameters ofnumber  totalN
SSE  TotalMSE Pseudo

−
=   (3.16) 

where Total SSE is the total sum of all the SSE. In the basis representation method, this is 

a single number but in the Point-Wise approach, there is an SSE at every level of the 

signal factor. The variable N represents the total number of data points used, and the 

variable total number of parameters is the total number of parameters (coefficients) 
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estimated in the procedure. For the basis representation method this is the total number of 

coefficients of the basis e n ece-Wise methods is the 

 n cients calculated for the whole procedure. It is important to mention 

that Equation 3.16 must include the indicator variables used for the continuity constraint, 

which

ase study that was developed in order to challenge the proposed methods and 

y nded to compare the procedures as mentioned earlier 

in order to determine which procedure is better than the others.  

xpa sion, for the Point-Wise and the Pi

total umber of coeffi

 implies an additional lost of degrees of freedom. In general, the method with the 

lowest pseudo-MSE will be preferred.  

The next chapter presents the results obtained using the methods presented on a 

theoretical c

verif  their efficacy. Also was inte
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4 Theoretical Case Study 

4.1 Introduction 

4.2 Experiment Description 

A macro was created in MS Excel® to generate the functions that correspond to 

ea a ent. It is important to mention that the function used to 

create the macro and the nature of the errors was unknown to the author until the end of 

the study. Appendix #1 shows som

Two case studies are used to compare and validate the proposed methods. The first 

case is presented in detail in this chapter. This chapter begins with a description of the 

experiment. Then the results obtained using each method is going to be presented and 

discussed.  

ch tre tment in the experim

e details with respect to the function used. The 

experiment has two factors each one with two levels (a classical 22 experiment) and 21 

measures of the response variable were generated in each treatment. In addition, a central 

treatment was performed in each run. A sample of a single run of this experiment is 

shown in Figure 4-1. 
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Figure 4-1 A graphical representation of a full run of the theoretical case study 

From Figure 4.1 shows that the r bination of 

factors. Five runs of the experiment were used to test the methods. The figures and the 

esponse function changes at each com
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tables for all the runs are presented in the Appendix #1. The general model used as a base 

for all the methods is given by 

     (4.1) 

where x1 and x2 are the factors of interest in the experiment. For the Point-Wise method, 

the coefficients of Equation 4.1 are calculated at each level of the signal factor. For the 

other two methods, the Equation 4.1 is inside each term in the expansions. In the same 

way as presented in the example on section 3.2.1. The results for the application of each 

method are presented next.  

4.3 Results for Theoretical Case  

4.3.1 Point-Wise Method 

A variable transformation y = ln(y+10) was necessary to scale all the functions. 

The tra

21322110
ˆˆˆˆˆ xxxxy ββββ +++=

nsformation was selected because adding the ten eliminated the possibility of 

having negatives inside the logarithm and this mathematical function was used due the 

shape of the original functions. This transformation is used for all the methods. From 

Figure 4-2 one can observe the need of the variable transformation in order to put all the 

runs of the experiment in a more suitable scale. A Matlab® program was created in order 

to ease the analysis of the data. The results of the Point-Wise analysis of variance and the 

measure of performance for the method are shown in the next pages. 
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Figure 4-2 Plot of all the functions for the five runs of the theoretical experiment. (a) Responses 
without Transformation, (b) Responses Transformed. 
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Figure 4-3 Loc  effect eore tudy  Point-Wise method 

 
The model generated in each level of the signal factor corresponds to Equation 4.1 

as mentioned previously and the included in Table 4-1. It is 

possible to observe fr Figur hat tors ant periment. In 

the first levels of the sig l fac  valu f the are v  to zero. The 

effects that correspond to x1 have larger m es w ct x ir interaction 

on the first levels of the signal f to 2);  bec re r an x1 but the 

interaction effects have the larg ls o al factor (2.5 

to 10).  

 

 

 

 

 

ation s for th tical case s  using the

coefficients at each level are 

om e 4-3 t both fac are relev in this ex

na tor, the es for o  effects ery close
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Table 4-1 Coefficients Table 

t 0β̂ 1β̂ 2β̂ 3β̂  

0 2.3016 0.001875 -5.50E-05 3.50E-05 

0.5 2.3035 0.00183 -8.00E-05 0.00137 

1 2.3078 0.001705 -0.00018 0.001605 

1.5 2.3139 0.00178 -0.00079 0.00018 

2 2.322 0.00172 -0.00172 -0.0011 

2.5 2.3315 0.00207 -0.00402 -0.00549 

3 2.3432 0.00302 -0.00616 -0.01015 

3.5 2.3545 0.00539 -0.01182 -0.01548 

4 2.3681 0.008675 -0.01905 -0.02124 

4.5 2.3871 0.010345 -0.02607 -0.0322 

5 2.4057 0.01938 -0.0421 -0.04274 

5.5 2.4241 0.0 4105 -0.05247 -0.05179 2

6 2.4448 0.03193 -0.07309 -0.06225 

6.5 2.4643 0.04327 -0.09145 -0.07266 

7 2. 93 0.05878 -0.12118 -0.09134 4

7.5 2.5238 0.078595 -0.15351 -0.11118 

8 2.5666 0.11049 -0.20129 -0.14681 

8.5 2.5963 0.12966 -0.23407 -0.16937 

9 2.6718 0.20146 -0.32303 -0.24241 

9.5 2.7434 0.2648 -0.40945 -0.30374 

10 2.877 0.40942 -0.57222 -0.44798 
 

The residuals plot is next. The importance of this plot is to validate the stochastic 

assumptions with respect to the behavior of the regression errors. Residuals are shown in 

Figure 4-4.  
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variance of the models is constant. The 

obtained models variances are not consta

1 2

ental condition. This change can be seen in Figure 4-1 and in Figure 4-2. The 

models underestimation of the response at the mentioned experimental condition 

increases with the signal factor. For the rest of the experimental conditions the residuals 

look approximately constant. The next three figures provide different measures of 

performance in order to verify the model adequacy. These measures of performance 

include the F ratio tests, the determination coefficient and the T test discussed previously.  

gure 4-4 Residuals plot for the theoretical case using the Point-Wise method 

This graph can be used to verify if the 

nt. The problem corresponds to a specific 

experimental condition (x  = 1, x  = -1).   A dramatic change in the response occurs in 

that experim
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Figure 4-5 F ratio test for the theoretical case using the Point-Wise method 

 

Figure 4-5 show that all the regressions conducted by the Point-Wise procedure 

for this experiment were significant. The critical F distribution value for all cases is 

3.0725.  
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Figure 4-6 Adjusted R2 for the theoretical case study using the Point-Wise method 
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Figure 4-6 shows the adjusted determination coefficient for all the regressions 

executed. It is possible to deduce that most of the regressions are reasonable because the 

adjusted R2 is over 0.60, which might be acceptable in practice. For the signal factor 

levels from 0.5 to 5, the regressions are not very effective and the adjusted R2’s are very 

low. 
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Figure 4-7 Absolute value of the T test for the theoretical case using the Point-Wise method 

 

The T test plot in Figure 4-7 shows that the coefficients were significant for most 

of the regressions. In the signal factor, levels from 0.5 to 5 most of the coefficients are 

considered non-relevant. 
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Figure 4-8 R  Point-Wise 
method. The asterisks represent the estimated response.  

 set of axes. 

The asteris re can be 

observ taine he in a nner. 

The next Figure 4-9 shows the lack of fit F r he Point-Wise analysis of 

variance realized. This graph potentially indicates a curvature component that has not 

een considered by the individual analyses of variance. This can be the reason of the low 

values 

esponse and Estimated Response Plot for the theoretical case using the

 

Figure 4-8 shows the response and the estimated response on the same

ks on the plot represent the estimated response.  Form this figu

ed that the ob d models estimate t  response function 

atio test for t

 reasonable ma

b

of the adjusted determination coefficients in this procedure. In addition, it could be 

the explanation for the behavior of the residuals. 
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Figure 4-9 F ratio test for the lack of fit for the theoretical case study 

 

The pseudo-MSE for this procedure is summarized in the next table.  

Table 4-2 Pseudo-MSE for the theoretical case using the Point-Wise method 

Total SSE Total Number of Total Number of Pseudo MSE 

Pa Drameters ata Points 

5.48682 84 525 0.0124 

 

In general, this method rked is adequat r this experim

transformed data. An important  is that the res tained using the Point-Wise 

method are exactly the same results obtained using the functions prepared by Ramsay to 

perform the Functional Analysis of Variance (FANOVA) with exception of the 

smoothing of the curves, the shape and the inferences obtained with both m thods are the 

same (see Appendix #2). In the next section, the resentation 

method are presented. 

wo e fo ent, with the 

fact ults ob

e

results for the basis rep
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4.3.2 Basis Representation Method 

4.3.2.1 Monomial Basis 

The selected monomial basis has the following general form 

   (4.2) 

Inserting the general model used in the experiment provides the following a basis 

representation with k =2: 

2 3
0 1 2 3( ) k

ky t c c t c t c t c t= + + + +L

( ) ( )
( ) 2

213222211202

213122111101213022011000)(

txxbxbxbb

txxbxbxbbxxbxbxbbty

+++

++++++++=
 (4.3) 

The k =2 was selected because a higher number in this case will produce a serious 

multicollinearity problem. The results obtained for this model are shown in the next 

pages. The calculations were performed using an application created in Matlab. The first 

column of the Matlab output labeled as “Terms” indicates with a number which term of 

the basis corresponds to each coefficient. The Table 4-3 summarizes the relationship 

between the column “Term” and the coefficient of the basis that is being represented. 

Table 4-3 Relation between the Matlab’s output column “Term” and the coefficients of Equation 4.3 

Terms Coefficient 
Represented 

Related Factor Basis Term 

0 b00 1 1 

1 b10 X1 1 

2 b20 X2 1 

3 b30 X1*X2 1 

4 b01 1 t 

5 b11 X1 t 

6 b21 X2 t 

7 b31 X1*X2 t 

8 b02 1 t2

9 b12 X1 t2

10 b22 X2 t2

11 b32 X1*X2 t2
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The following is the initial output generated by the application.  
Table 4-4 Initial Matlab Output for the Theoretical Case Study Using the

Model with a Monomial Basis (K =2) 
 Basis Representation 

 The model is not a good one due a multicollinearity problem 
-----------------------
Basis Representation Mo
-----------------------

s is a Cubic Spline:  
-----------------------
 Inflation Factors 
-----------------------
ue 

lue   VIF 
110    7.4822 
059    7.4822 

 %--------------------------------------------- ------% 
  Results for the Analysis of Variance for the del  
 %--------------------------------------------- ------% 
 Type of Basis:   monomial 
 Number of basis functions or knots if the basi  2 
 %--------------------------------------------- ------% 
                      Coefficients and Variance
 %--------------------------------------------- ------% 
 Term    Intercept    SE Coef   T-test    P-val
    0     2.3266      0.014077   165.2737   0 
  
   Term    Coefficients  SE Coef   T-test  P-va
    1.0000    0.0402    0.0157    2.5534    0.0
    2.0000   -0.0435    0.0157   -2.7635    0.0
    3.0000   -0.0312    0.0157   -1.9827    0.0479    7.4822 
    4.0000   -0.0210    0.0065   -3.2125    0.0014   14.7300 
    5.0000   -0.0411    0.0073   -5.6316    0.0000   54.9026 
    6.0000    0.0489    0.0073    6.7046    0.0000   54.9026 
    7.0000    0.0341    0.0073    4.6806    0.0000   54.9026 
    8.0000    0.0068    0.0006   10.8124         0   14.7300 
    9.0000    0.0068    0.0007    9.6571         0   32.2149 
   10.0000   -0.0091    0.0007  -12.9937         0   32.2149 
   11.0000   -0.0066    0.0007   -9.4092         0   32.2149 
 
 %--------------------------------------------------------------------------% 
                      R^2 and Adjusted R^2 
 %--------------------------------------------------------------------------% 
   R^2,    R^2(ad
 0.85255  0.84939
 %------------------------------------- ---------------------------------% 
                      Analysis of Variance 
 %---
 Sourc

            524     48.3767 
----------------------------------------------------------------------% 

 
 

By inspecting the VIF in Table 4-4 one can conclude that the model has a 

multicollinearity problem. In addition to that problem, some of the terms must be 

eliminated in order to improve the adequacy of the basis representation model. To 

complete that task the stepwise command of Matlab is used. This command generates a 

graphical use interface (GUI) in which the user can select the terms to eliminate. For each 

term selected, the root mean squared, the determination coefficient R2, the F ratio and the 

corresponding p-value are calculated. The Figure 4-10 shows the GUI that corresponds to 

j) 
 

----

-----------------------------------------------------------------------% 
e            DF          SS          MS       F         P 

 Regression        11     41.2436     3.7494     269.6507     0 
 Residual Error   513     7.1331      0.013905 
 Total
 %----
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the stepwise command with all the terms in the model. When a term is eliminated, the 

text and graphs that correspond to that term change the font color.  
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Figure 4-10 Outputs of the Matlab stepwise command. 

 

After the elimination of some terms, the final results using the monomial basis 

presentation model are obtained. The final results are shown in Table 4-5 and in Figure 

4-11.   

re
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Table 4-5 Final Matlab Output for the Theoretical Case Study Using the Basis Representation Model 
with a Monomial Basis (K =2) 

%--------------------------------------------------------------------------% 
  Results for the Analysis of Variance for the Basis Representation Model  
        Model with the IN variables after the Stepwise Procedure 
%--------------------------------------------------------------------------% 
                      Coefficients and Variance Inflation Factors 
%--------------------------------------------------------------------------% 
Term    Intercept    SE Coef   T-test    P-value 
    0     2.3266      0.015659   148.5765   0 
  
   Term    Coefficients  SE Coef   T-test  P-value   VIF 
    2.0000    0.0453    0.0095    4.7834    0.0000    2.1870 
    4.0000   -0.0210    0.0073   -2.8879    0.0040   14.7300 
    8.0000    0.0068    0.0007    9.7201         0   14.7300 
    9.0000    0.0024    0.0001   17.5755         0    1.0000 
   10.0000   -0.0046    0.0002  -22.4980         0    2.1870 
   11.0000   -0.0030    0.0001  -21.4108         0    1.0000 
 
%--------------------------------------------------------------------------% 
                      R^2 and Adjusted R^2 
%--------------------------------------------------------------------------% 
   R^2,    R^2(adj) 
 0.81577  0.81364 
%--------------------------------------------------------------------------% 
                      Analysis of Variance 
%--------------------------------------------------------------------------% 
Source            DF      SS          MS            F        P 
Regression 
Residual Error   518     8.9125      0.017206 
Total            524    48.3767 
%----
 

       6     39.4642      6.5774     382.2813     0 

----------------------------------------------------------------------% 
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Coefficients with Error Bars      Coeff.   t-stat    p-val

  -0.0343765  -3.6754   0.0003

   0.0452763   4.7834   0.0000

   0.0307664   3.2809   0.0011

  -0.0209574  -2.8879   0.0040

  -0.0254082  -5.9838   0.0000

   0.0489016   6.2443   0.0000

   0.0219732   5.1303   0.0000

   0.0068101   9.7201   0.0000

  0.00242559  17.5755   0.0000

 -0.00459179 -22.4980   0.0000

 -0.00295491 -21.4108   0.0000
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Figure 4-11 Final results for the Monomial basis representation model. 

  
After the elimination of some terms, the multicollinearity problem was almost 

eliminated. Considering the problem presented by the model, some observations can be 

realized. The terms 2, 4, 8, 9, 10, and 11 are the coefficients relevant in th odel. The 

Ta t 

orrespond to each of the coefficients that stayed in the model.  

T

e m

ble 4-6 summarizes the results previously mentioned and shows the factors tha

c

able 4-6 Results summary for Monomial basis representation for the theoretical case 

Terms Coefficient 
Represented 

Value Related 
Factor 

Basis Term 

2 b20 0.0453     X2 1 

4 b01 -0.0210 1 t 

8 b02 0.0068 1 t2

9 b12 0.0024 X1 t2

10 b22 -0.0046 X2 t2

11 b32 -0.0030     X1*X2 t2
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Using the results presented in the Table 4-6 some inferences can be done. The 

more relevant terms corresponds to both factors and their interaction. These results are 

acceptable because most of the multicollinearity problem was solved using the stepwise 

procedure. The first model had a maximum Variance Inflation Factor (VIF) over 50 and 

the final model has a maximum VIF of 15. In addition, the adjusted determination 

coefficient is over 80%, which is an acceptable number for that adequacy measure. The 

graphs for the estimated responses and residuals are shown in the next two figures.  
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From Figure 4-12 one can observe that estimated responses are adequate for most 

ows that 

the model does not obey the stochastic assumption for the regression model of constant 

m
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e
O
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stimated respon
al Case Study. 

he Basis Representation Final
terisks correspond

of the experimental conditions. The residuals plot presented in Figure 4-13, sh

variance.     
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Figure 4-13 Residuals for the Bas presentation Final Model with a Monomia  the 
eoretical Case Study 

 

The Table 4-7 presents the pseudo-MSE that is going to be used to compare this 

procedure with the other methods

Table 4 seudo-MSE for the th tical case using the resentation m  a 
Monomial basis 

Total SSE Total Number of 

Parameters 

Total Number of 

Data Points 

Pseudo MSE 

R
es

id
ua

ls

is 
Th
Re l Basis for

.  

-7 P eore  b epasis r ethod with

8.9124 7 0.0172 525 

 

The next section have the results obtained using a Fou s Represent

4.3.2.2

rier Basi ation 

 Fourier Basis 

The general Fourier series representation has the following form 

 (ty K+++++= )2cos()2sin()cos()sin() 43210 tctctctcc ωωωω    (4.4) 

where 2πω =
Τ

 and T is the highest level of the signal factor. The model used for the 

experiment was the following 

 



 38

( ) ( )
()cos(

)sin()( 213122111101213022011000

bxbbwtxxb
wtxxbxbxbbxxbxbxbbty

++++
+

( ) )
( ) )2cos(

)2sin(

213422411404

213322311303213222211202

wtxxbxbxbb
wtxxbxxbxbb

+++
++++

+++++++=
   (4.5) 

This type of basis is widely used when the data shows a periodical behavior. In 

this case, there is no periodical behavior but the basis was used just to illustrate the 

procedure. As done in the previous section the following table summarizes the terms of 

the model with the Matlab output and factors related with each term.  

Table 4-8 Relation between the Matlab’s output column “Term” and the coefficients of Equation 4.5 

Terms Coefficient 
Represented 

Related Factor Basis Term 

0 b00 1 1 
1 b10 X1 1 
2 b20 X2 1 
3 b30 X1*X2 1 
4 b01 1 sin(wt) 
5 b11 X1 sin(wt) 
6 b21 X2 sin(wt) 
7 b31 X1*X2 sin(wt) 
8 b02 1 cos(wt) 
9 b12 X1 cos(wt) 
10 b22 X2 cos(wt) 
11 b32 X1*X2 cos(wt) 
12 b03 1 sin(2wt) 
13 b13 X1 sin(2wt) 
14 b23 X2 sin(2wt) 
15 b33 X1*X2 sin(2wt) 
16 b04 1 cos(2wt) 
17 b14 X1 cos(2wt) 
18 b24 X2 cos(2wt) 
19 B34 X1*X2 cos(2wt) 

 

The Matlab application created for the Basis Representation Model was used 

setting the basis to be a Fourier one. The initial output produced by the application is 

shown next. 
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Tabl tion 
l with a asis (K =

e 4-9 Initial Matlab Output for the Theoretical Case Study Using the Basis Representa
Mode Fourier B 2) 

 
%-------------------------------------------------- ----------------% 
   Results for the Ana s of Variance for the Basis n Model  
%--------------------- ---------------------------- -----------------% 
Type of Basis:   fouri
Number of basis functi or knots i sis is a  Spline:   2
%--------------------- ------------------------- ---------------% 
                      ficients a nce Inf ctors 
%--------------------- ---------------------------- --------% 
Term    Intercept    S ef   T-test    P-value 
    0     2.4499      08836   277.2606   0 
  
   Term    Coefficient E Coef   T-test  P-value 
    1.0000    0.0626  .0099    6.3336    0.0000  0 
    2.0000   -0.1055  0099  -10.6832         0    
    3.0000   -0.0824  0099   -8.3365    0.0000   80 
    4.0000   -0.1291  0.0128  -10.1228         0   00 
    5.0000   -0.0584  0143   -4.0934    0.0000  0 
    6.0000    0.1058  0143    7. 0.0000  
    7.0000    0.0773  .0143    5.4196    0.0000    000 
    8.0000    0.0655  0122    5.3576    0.0000    076 
    9.0000    0.0650  0137    4. 0.0000   20 
   10.0000   -0.0900  .0137   -6.5777    0.0000   20 
   11.0000   -0.0625  0137   -4.5666    0.0000  
   12.0000   -0.0730  0128   -5.7238    0.0000  
   13.0000   -0.0431  0143   -3.0232    0.0026    000 
   14.0000    0.0677  0143    4.7450    0.0000   00 
   15.0000    0.0506  0143    3.5464    0.0004   00 
   16.0000    0.0310  0122    2. 0.0115   76 
   17.0000    0.0314  .0137    2. 0.0223 0 
   18.0000   -0.0375  0137   -2. 0.0063 0 
   19.0000   -0.0328    0.0137   -2.3975    0.0169    1.0120 
 
%----
     

ariance 
----------------------------------------% 

Source            DF          SS          MS         F         P 
Regression        19     27.8412      1.4653     36.0346     0 
Residual Error   505     20.5355      0.040664 
Total            524     48.3767 
%--------------------------------------------------------------------------%  

 

From Table 4-9 one can observe that this model does not have the 

ulticollinearity problem. In addition, the regression model is significant and has an 

djusted determination coefficient close to a 56%, which is not acceptable in many 

applications.  In this case, the stepwise procedure was not necessary because all the terms 

were relevant in the model and the multicollinearity problem was not present.  

--------
lysi Representatio
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  0
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  0. 7495     1.01
  0
0.

 1.01
  
  0.

   1.0120
   1.0000

  0.
0.

1.0
  
  0.

 1.00
 1.00

  0.
0

5359     1.00
  
  0.

2929    
7437    

   1.012
   1.012

----------------------------------------------------------------------% 
                 R^2 and Adjusted R^2 

%--------------------------------------------------------------------------% 
   R^2,    R^2(adj) 
 0.57551  0.55954 
%--------------------------------------------------------------------------% 
                      Analysis of V
%----------------------------------

m

a
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Table 4-10 Results Summary for Fourier basis representation for the theoretical case 

Terms Coefficient 
Represented 

Value Related 
Factor 

Basis Term 

0 b00 2.4498 1 1 
1 b10 0.0626 X1 1 
2 b20 -0.1055 X2 1 
3 b30 -0.0824 X1*X2 1 
4 b01 -0.1291 1 sin(wt) 
5 b11 -0.0584 X1 sin(wt) 
6 b21 0.1058 X2 sin(wt) 
7 b31 0.0773 X1*X2 sin(wt) 
8 b02 0.0655 1 cos(wt) 
9 b12 0.065 X1 cos(wt) 
10 b22 -0.09 X2 cos(wt) 
11 b32 -0.0625 X1*X2 cos(wt) 
12 b03 -0.073 1 sin(2wt) 
13 b13 -0.0431 X1 sin(2wt) 
14 b23 0.0677 X2 sin(2wt) 
15 b33 0.0506 X1*X2 sin(2wt) 
16 b04 0.031 1 cos(2wt) 
17 b14 0.0314 X1 cos(2wt) 
18 b24 -0.0375 X2 cos(2wt) 
19 b34 -0.0328 X1*X2 cos(2wt) 

 

The model with the Fourier expansion indicates that both factors and the 

interaction are relevant in the model. However, this model is not very reliable because 

can explain only the 50% of the variability of the data.  The next plots correspond to the 

estimated responses and the residuals.  
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Figure 4-15 Residuals for the Basis Representation Final Model with a Fourier Basis for the 

 

From Figure 4-14, one can observe the lack of fit of the obtained model. The 

residuals plot shows the non-constant variance presented by the model. Table 4-11 

presents the estimated pseudo-MSE.  
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Table 4-11 Pseudo-MSE for the theoretical case basis using the representation Method with a 
Fourier basis

Total SSE Total Number of 

Parameters 

Total Number of 

Data Points 

Pseudo MSE 

 

20.5355 20 525 0.0406 

 

The next section shows the last type of basis selected which is a Cubic Spline. 

4.3.2.3   Cubic Spline Basis 

The gener ubic spline basis fo s the form 

+++ −+−+++= kk tcctctctctcc τττ K   (4.6) 

where k is the number of basis functions and 

al c llow
33

22
3

11
3

03
2

020100 )()()()(ty −t+

3( )it τ +−  is defined if it τ− >0 otherwise is 

zero; τ represents the knots selected for the spline.  

The model s lected for the experiment was the following 

21352251505
3

12122411404

3
213311303

2
2122211202

213122111012130211000

))((

)(())((

)()(

)()()(

+

+

−++

−++++−++

+++++

+

e

3
3213622611606

3) +2 +134+
223 ++32+

120

+

+++++++=

τ

τ

txxxbxbb

txxbxbbbtxxxbxbb

txxbxbbtxxxbxbb

txxbxbbbxxbxxbbty

  (4.7) 

The selected knots for this model are shown in Table 4-12. The values presented were 

selected looking for levels of the signal factor where the response started to change 

dramatically. This selection could have a great impact in the performance of the models.  

Table 4-12 ots Location for Cubi e Basis 

τ 2 

τ

b

xb

xbb

xb

Kn c Splin

1

τ 6 2

τ3 8 

 

The relation between the terms and the Equation 4.7 are shown in Table 4-13. 

 

 

 



 43

Ta 7 

Terms Coeffic tor Basis Term 

ble 4-13 Relation between the Matlab’s output column “Term” and the coefficients of Equation 4.

ient Represented Related Fac

0 b00 1 1 
1 b10 X1 1 
2 b20 X2 1 

3 b30 X1*X2 1 

4 b01 1 t 
5 b11 X1 t 

6 b21 X2 t 
7 b31 X1*X2 t 

8 b02 1 t2

9 b12 X1 t2

10 b22 X2 t2

11 b32 X1*X2 t2

12 b03 1 t3

13 b13 X1 t3

14 b23 X2 t3

15 b33 X1*X2 t3

16 b04 1 (t-2)3

17 b14 X1 (t-2)3

18 b24 X2 (t-2)3

19 b34 X1*X2 (t-2)3

20 b05 1 (t-6)3

21 b15 X1 (t-6)3

22 b25 X2 (t-6)3

23 b35 X1*X2 (t-6)3

24 b06 1 (t-8)3

25 b16 X1 (t-8)3

26 b26 X2 (t-8)3

27 b36 X1*X2 (t-8)3

 

The initial output for the cubic spline it is shown in Table 4-14. 
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Table 4-14 Initial Matlab Output for the Theoretical Case Study Using the Basis Representation 
Model with a Cubic Spline Basis  

The model is not a good one due a multicollinearity problem 
%--------------------------------------------------------------------------%
 Results for the Analysis of Variance for the Basis Representation Model  
%--------------------------------------------------------------------------%
Type of Basis:   Cubic_spline 
Number of basis functions o
%--------------------------

r knots if the basis is a Cubic Spline:   2 6 8 
------------------------------------------------%

   Term  Intercept    SE Coef        T-test      P-value 
    0     2.3017      0.020158      114.1847     0 
  
   Term  Coefficients  SE Coef        T-test      P-value         VIF 
    1    0.0021043     0.022537      0.09337      0.92565       19.223 
    2  -0.00020305     0.022537   -0.0090096      0.99282       19.223 
    3  -0.00016942     0.022537   -0.0075177      0.994         19.223 
    4   0.00072865     0.055133     0.013216      0.98946       1318.2 
    5   -0.0022255      0.06164    -0.036105      0.97121       4913.3 
    6    0.0013893      0.06164     0.022539      0.98203       4913.3 
    7    0.0058583      0.06164      0.09504      0.92432       4913.3 
    8    0.0056588      0.03855      0.14679      0.88336        69141 
    9     0.001777       0.0431      0.04123      0.96713  1.5121e+005 
   10   -0.0011361       0.0431    -0.026359      0.97898  1.5121e+005 
   11    -0.004196       0.0431    -0.097355      0.92248  1.5121e+005 
   12  -0.00046446    0.0075006    -0.061924      0.95065  2.4526e+005 
   13  -0.00031308    0.0083859    -0.037334      0.97023  4.2866e+005 
   14 -1.3964e-005    0.0083859   -0.0016652      0.99867  4.2866e+005 
   15   0.00039213    0.0083859      0.04676      0.96272  4.2866e+005 
   16   0.00054622    0.0084327     0.064774      0.94838        77521 
   17   0.00074768    0.0094281     0.079303      0.93682   1.183e+005 
   18  -0.00056515    0.0094281    -0.059943      0.95223   1.183e+005 
   19  -0.00048651    0.0094281    -0.051603      0.95887   1.183e+005 
   20    0.0012965    0.0042662       0.3039      0.76133       235.11 
   21   0.00067352    0.0047698      0.14121      0.88776       286.36 
   22  -0.00041589    0.0047698    -0.087193      0.93055       286.36 
   23   -0.0017558    0.0047698     -0.36812      0.71294       286.36 
   24     0.012767     0.012917      0.98838      0.32345       25.925 
   25     0.017029     0.014442       1.1791       0.2389       28.722 
   26    -0.017546     0.014442      -1.2149      0.22499       28.722 
   27    -0.014239     0.014442     -0.98593      0.32465       28.722 
 
%--------------------------------------------------------------------------%
                      R^2 and Adjusted R^2 
%--------------------------------------------------------------------------%
   R^2,    R^2(adj) 
 0.88599  0.8798 
%--------------------------------------------------------------------------%
                      Analysis of Variance 
%--------------------------------------------------------------------------%
Source            DF          SS          MS      F         P 
Regression        27     42.8614     1.5875     143.051     0 
Residual Error   497     5.5153      0.011097 
Total            524     48.3767 
%-------------------------------------------------------------------------% 

                      Coefficients and Variance Inflation Factors 
%--------------------------------------------------------------------------%
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Table 4-14 has a warning indicating that there is multicollinearity problems 

present in the model, as the Variance Inflation Factors (VIF) are extremely high. 

Performing the same, procedure for variables elimination, a new and more reduce model 

is obtained. The Figure 4-16 shows the results. The following is the Table that 

corresponds to the final model.  

Table 4-15 Final Matlab Output for the Theoretical Cas epresentation 
Model with a Cubic Spline Basis 

e Study Using the Basis R

 
%--------------------------------------------------------------------------% 
    Results for the Analysis of Variance for the Basis Representation Model  
          Model with the IN variables after the Stepwise Procedure 
%--------------------------------------------------------------------------% 
                      Coefficients and Variance Inflation Factors 
%--------------------------------------------------------------------------% 
Term    Intercept    SE Coef   T-test    P-value 
    0     2.3212      0.0060996   380.5503   0 
  
   Term    Coefficients   SE Coef    T-test    P-value     VIF  

12 0.000508 1.52E-05 33.407 0 1 
13 0.000136 2.76E-05 4.929 1.11E-06 4.594 
14 -0.00031 2.76E-05 -11.421 0 4.594 
15 -0.00023 2.76E-05 -8.5119 2.22E-16 4.594 
21 0.003977 0.000606 6.5598 1.31E-10 4.594 
22 -0.00373 0.000606 -6.1512 1.54E-09 4.594 
23 -

 
0.00296 0.000606 -4.879 1.42E-06 4.594 

%--------------------------------------------------------------------------% 
                      R^2 and Adjusted R^2 
%--------------------------------------------------------------------------% 
   R^2,    R^2(adj) 
 0.88057  0.87895 
%--------------------------------------------------------------------------% 
                      Analysis of Variance 
%--------------------------------------------------------------------------% 
Source            DF       SS          MS            F      P 
Regression        7     42.5989     6.0856     544.5379     0 
Residual Error   517     5.7778     0.011176 
Total            524    48.3767 
%--------------------------------------------------------------------------% 
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Figure 4-16 Final results for the Cubic Spline basis representation model. 

The next figures correspond to the estimated responses and the residuals for the final 

model obtained.  
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Figure 4-17 Responses and estimated responses for the Basis Representation Final Model with a 
Cub
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Figure 4-18 Residuals for the Basis Representation Final Model with a Cubic Spline Basis for the 
Theoretical Case Study 
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From Figure 4-17 it is possible to observe the fit of the estimated functions. The 

estimation using the Cubic Spline looks better in comparison with the two previous bases. 

s that were considered relevant and the factors that are related 

to those ter

Table 4-16 shows the term

ms.   

Table 4-16 Results Summary for Cubic Spline basis representation for the theoretical case 

Terms 
Coefficient 

Represented Value Related Factor 
 
Basis Term 

12 b03 0.000508 1 t3

13 b13 0.000136 X1 t3

14 b23 -0.00031 X2 t3

15 b33 -0.00023 X1*X2 t3

21 b15 0.003977 X1 (t-6)3

22 b25 -0.00373 X2 (t-6)3

23 b35 -0.00296 X1*X2 (t-6)3

 

n factors x1 an nteraction are 

relevant in the experiment. del only as term and ood sted 

determination coefficient, over 87%. Table 4-1 re  the pseudo SE as  the 

previous sections.  

4-17 Pseudo-MSE for the theoretical case basis using the representation method with a Cubic 

These terms co firm once again that d x2, and their i

This mo  h 8 s a g adju

7 p sents  M  in

Table 
Spline basis 

Total SSE Total Number of 

Parameters 

Total Number of 

Data Points 

Pseudo MSE 

5.7778 8 525 0.0111 

 

The total SSE of this model is almost equal to the total SSE of the Point-Wise 

method, but the difference in the number of terms is dramatic. In the next section, the 

Piece-Wise method is applied to this Theoretical case study and their results and 

discussion are shown. 
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4.3.3

 complete, this procedure it is necessary to find the combination of knots 

f squares of error for all the regions. The objective 

function and the restrictions considered for optimization were presented on Chapter 3. 

ation 3.7, and the 

restr ults 

 

 Piece-Wise Method without the Continuity Constraint 

4.3.3.1 Monomial Basis 

The models that are going to be used in each region are identical to the Equation 

4.3.  In order to

that provides the minimal sum o

The equation that corresponds to the objective function is the Equ

ictions are represented by equations 3.8 to 3.12. The Table 4-18 shows the res

obtained for this case.  

Table 4-18 Summary of the Knots Search for the Theoretical Case Study using a monomial basis 

Monomial Basis K=2     
Number of knots Objective function optimal knots 

5 5.4869 5 9 12 15 18 
4 5.4872 9 12 15 18 * 
3 5.4879 10 15 18 * * 
2 5.4929 10 18 * * * 
1 5.5294 16 *  * * * 

 

Due the small difference that exists among the objective functions for the models 

In other 

ots that 

with 3, 4, and 5 knots the one with the smaller number of knots was selected. 

words, the knots selected for the procedure were 10, 15, and 18. The pl

correspond to each region are shown in Figure 4-19. This figure shows the different 

behaviors of the response functions in each region.  

 

 
Figure 4-19 Plots for all the regions delimited before using the Piece-Wise procedure for the 

theoretical case study with a monomial basis 
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The results for this procedure are shown in the next pages. The results are 

presented region by region. At the beginning of each section, the tables that correspond to 

the initial outputs of Matlab are shown. Then the stepwise plots and final model details 

are shown. To conclude, the results are discussed and the relevant factors for each region 

are presented.  

4.3.3.1.1 Results for Region #1 

Table 4-19 is the initial Matlab output for the procedure in this region 
 

Table 4-19 Initial Output for the Piece-Wise Method using a Monomial basis for region #1 
%-----------------------------------------------------------------------------% 
Results for the Analysis of Variance for the Basis Representation Model for the 
region #1 
%-----------------------------------------------------------------------------% 
Type of Basis:   monomial 
Number of basis functions or knots if the basis is a Cubic Spline:   2 
%-----------------------------------------------------------------------------% 
                      Coefficients and Variance Inflation Factors 
%-----------------------------------------------------------------------------% 
   Terms   Coefficients   SE Coef     T-test       P-value         VIF 
     0       2.3013    0.0028939       795.25            0            0 
     1    0.0024691    0.0032354      0.76314      0.44614       6.1818 
     2   -0.0012226    0.0032354     -0.37788      0.70586       6.1818 
     3   -0.0001135    0.0032354    -0.035081      0.97204       6.1818 
     4      0.00327     0.002995       1.0918      0.27601       13.656 
     5   -0.0021578    0.0033485     -0.64442      0.51993       47.176 
     6    0.0041098    0.0033485       1.2274       0.2209       47.176 
     7    0.0041849    0.0033485       1.2498      0.21261       47.176 
     
     
   10   -0.0021076   0.00071634      -2.9421    0.0035816        29.04 
   11   -0.0024629   0.00071634      -3.4381   0.00069138        29.04 

                      R^2 and Adjusted R^2 
%-----------------------------------------------------------------------------% 
   R^2,    R^2(adj) 
 0.76278  0.75182 
%-----------------------------------------------------------------------------% 
                      Analysis of Variance 
%-----------------------------------------------------------------------------% 
Source            DF          SS          MS          F       P 
Regression        11     0.25919     0.023563     69.5728     0 
Residual Error   238     0.080605    0.00033867 
Total            249     0.33979 
%-----------------------------------------------------------------------------% 
 
 
 
 
 

8    0.0034566   0.00064071       5.3948  1.6537e-007       13.656 
9   0.00087436   0.00071634       1.2206      0.22345        29.04 

 
 
 
%-----------------------------------------------------------------------------% 
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The model has a serious multicollinearity problem. In order to solve this problem 

and reduce the model a stepwise procedure was performed. The following figure shows 

the stepwise procedure conducted.  

 

     Coeff.   t-stat    p-val

 0.000780382   0.4132   0.6798

 -0.00122261  -0.3796   0.7046

-0.000113503  -0.0352   0.9719

  0.00326997   1.0993   0.2727

-8.81166e-005  -0.0451   0.9641

  0.00308493   1.5809   0.1152

  0.00408972   2.0958   0.0371

     0.00413  23.9729   0.0000
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Figure 4-20 Final results basis for region #1.  

 

Table 4-20 correspond to the final model after the completion of the stepwise procedure 

for the Piece-Wise method using a monomial 
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Table 4-20 Final Output for the Piece-Wise Method using a Monomial basis for region #1 
%--------------------------------------------------------------------------% 
   Results for the Analysis of Variance for the Basis Representation Model  
%--------------------------------------------------------------------------% 
                      Coefficients and Variance Inflation Factors 
%--------------------------------------------------------------------------% 
Term    Intercept    SE Coef   T-test    P-value 
    0     2.3039      0.0
  

016865   1366.0952   0 

   Term    Coefficients  SE Coef   T-test  P-value   VIF 
    6.0000    0.0031    0.0020    1.5809    0.1152   16.2281 
    7.0000    0.0041    0.0020    2.0958    0.0371   16.2281 
    8.0000    0.0041    0.0002   23.9729         0    1.0000 
    9.0000    0.0005    0.0001    3.6945    0.0003    1.0000 
   10.0000   -0.0019    0.0005   -3.6230    0.0004   16.2281 
   11.0000   -0.0024    0.0005   -4.5972    0.0000   16.2281 
 
%--------------------------------------------------------------------------% 
                      R^2 and Adjusted R^2 
%--------------------------------------------------------------------------% 
   R^2,    R^2(adj) 
 0.76087  0.75496 
%--------------------------------------------------------------------------% 
                      Analysis of Variance 
%--------------------------------------------------------------------------% 
Source            DF       SS          MS            F       P 
Regression        6     0.25854     0.04309     128.8631     0 
Residual Error   243    0.081255    0.00033438 
Total            249    0.33979 
%--------------------------------------------------------------------------%  

 
The model still having the multicollinea ty problem but is not as serious as the 

initial one. Table 4-21 shows the most relevant terms and the factors that are associated 

with the coefficients. 

Table 4-21 Results summary for Region #1 

Terms Coefficient 
Represented 

Value Related 
Factor 

Basis Term 

 

ri

6 b21 0.0031 X2 t 

7 b31 0.0041 X1*X2 t 

8 b02 0.0041 1 t2

9 b12 0.0005 X1 t2

10 b22 -0.00019 X2 t2

11 *X2 t2b32 -0.0024 X1
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The main factors and their interaction are relevant in the experiment. The 

ated responses that 

nt variance problem 

prese

following pages show the results for the second region. The next figures correspond to 

the estimated responses and the residuals. Figure 4-21 shows the estim

look adequate for this region and Figure 4-22 , shows the non-consta

nted by this model.  
Response and Estimated Response for Region #1
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Figure 4-21 Response and estimated response for the region #1. The asterisks correspond to the 
estimated functions. 
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Figure 4-22 Residuals plot for region #1 
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4.3.3.1.2 Results for Region #2 

In the same way as done with the previous region, region #2 was also analyzed in detail. 

The initial Matlab output it is shown in Table 4-22. 

Table 4-22 Initial Output for the Piece-Wise Method usi  region #2 
 
%-----------------------------------------------------------------------------% 
Results for the Analysis of Variance for the Basis Representation Model for  
the region #2 
%-----------------------------------------------------------------------------% 
Type of Basis:   monomial 
Number of basis functions or knots if the basis is a Cubic Spline:   2 
%-----------------------------------------------------------------------------% 
                      Coefficients and Variance Inflation Factors 
%-----------------------------------------------------------------------------% 
  Terms   Coefficients   SE Coef      T-test       P-value        VIF 
    0       2.3847      0.53493        4.458  1.9605e-005            0 
    1      0.17257      0.59807      0.28855      0.77345       7274.4 
    2     -0.20932      0.59807     -0.34999        0.727       7274.4 
    3     -0.11727      0.59807     -0.19608       0.8449       7274.4 
    4    -0.023315      0.18013     -0.12944      0.89724       412.43 
    5    -0.066486      0.20139     -0.33013      0.74191        30107 
    6     0.085584      0.20139      0.42497      0.67167        30107 
    7     0.042236      0.20139      0.20972      0.83426        30107 
    8     0.005523     0.014993      0.36838      0.71328       412.43 
    9    0.0071735     0.016762      0.42796       0.6695       8025.3 
   10

                     R^2 and Adjusted R^2 

  R^2,    R^2(adj) 

-----------------------------------------------------------------------------% 

-----------------------------------------------------------------------------% 

egression        11     1.3601     0.12365     25.1465     0 

otal            124     1.9157 

 

The problem of multicollinearity is present in this model. In this region the 

problem is even higher than in the previous one. The stepwise procedure was completed 

in order to improve the obtained model. In Figure 4-23, the plots for this procedure are 

presented.  

ng a Monomial basis for

    -0.010418     0.016762     -0.62149      0.53553       8025.3 
   11   -0.0054877     0.016762     -0.32738      0.74398       8025.3 
 
%-----------------------------------------------------------------------------% 
 
%-----------------------------------------------------------------------------% 
 
 0.70997  0.68173 
%
                      Analysis of Variance 
%
Source            DF          SS       MS        F          P 
R
Residual Error   113     0.55562    0.004917 
T
%-----------------------------------------------------------------------------% 
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he output for the final model it is shown in Table 4-23.  

 

 

 

 

 

 

Figure 4-23 Final results for the Piece-Wise method
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Table 4-23 Final Output for the Piece-Wise Method using a Monomial basis for region #2 
%--------------------------------------------------------------------------% 
    Results for the Analysis of Variance for the Basis Representation Model  
%--------------------------------------------------------------------------% 
                      Coefficients and Variance Inflation Factors 
%--------------------------------------------------------------------------% 
Term    Intercept    SE Coef   T-test    P-value 
    0     2.3155      0.027215   85.0822   0 
  
   Term  Coefficients  SE Coef    T-test   P-value       VIF 
    8    0.0035848   0.00072621   4.9363   2.5973e-006     1 
    9     0.001007   0.00018406   5.471    2.4845e-007     1 
   10   -0.0021463   0.00018406   -11.661            0     1 
   11   -0.0017689   0.00018406   -9.6105  2.2204e-016     1 
 
%--------------------------------------------------------------------------% 
                      R^2 and Adjusted R^2 
%--------------------------------------------------------------------------% 
   R^2,    R^2(adj) 
 0.70196  0.69203 
%--------------------------------------------------------------------------% 
                      Analysis of Variance 

------------------%----------------------------- ---------------------------% 
Source            DF          SS          MS            F      P 
Regression        4     1.3448         0.33619     70.6577     0 
Residual Error   120     0.57096      0.004758 
Total            124     1.9157 
%--------------------------------------------------------------------------% 

 
 
The results summary it is presented in Table 4-24 
 

Table 4-24 Results summary for Region #2 

Terms Coefficient 
Represented 

Value Related 
Factor 

Basis Term 

8 b02 0.0041 1 t2

9 b12 0.0005 X1 t2

10 b22 -0.00019 X2 t2

11 b -0.0024 X1*X2 t2
32

 

In this case, the design matrix for this model it is orthogonal and this eases 

ramatically the analysis. Both factors are relevant, but the cross-term is the most 

levant in this case. The following plots correspond to the estimated response and 

siduals. From Figure 4-24 one can observe that this model is not as good as the model 

f obtained for the first region. The residuals plot shows a better behavior in terms of the 

model variance if is compared to the first region model.  

d

re

re

o
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Figure 4-24 Response and estimated response for the region #2. The asterisks correspon
estimated functions. 
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Figure 4-25 Residuals plot for region #2 

The next section presents the results for the region #3. 
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4.3.3.1.3 Results for Region #3 

The Matlab initial output for this region is presented 

Table 4-25 Initial Output for the Piece-Wise Method u r region #3  
%-----------------------------------------------------------------------------% 
Results for the Analysis of Variance for the Basis Representation Model for  
the region #3 
%-----------------------------------------------------------------------------% 
Type of Basis:   monomial 
Number of basis functions or knots if the basis is a Cubic Spline:   2 
%-----------------------------------------------------------------------------% 
                      Coefficients and Variance Inflation Factors 
%-----------------------------------------------------------------------------% 
   Terms  Coefficients   SE Coef     T-test       P-value         VIF 
    0       0.3001        8.246     0.036394      0.97108            0 
    1      -1.9237       9.2193     -0.20866      0.83539  2.9376e+005 
    2       2.3625       9.2193      0.25626      0.79859  2.9376e+005 
    3       1.9939       9.2193      0.21627      0.82947  2.9376e+005 
    4      0.49411       2.0659      0.23918      0.81174         3073 
    5      0.45747       2.3097      0.19806      0.84363  1.1831e+006 
    6     -0.56041       2.3097     -0.24263      0.80908  1.1831e+006 
    7     -0.47699       2.3097     -0.20652      0.83705  1.1831e+006 
    8     -0.02635       0.1291     -0.20411      0.83892         3073 
    9      -0.0254      0.14433     -0.17598      0.86087  2.9952e+005 
   10     0.029992      0.14433      0.20779      0.83606  2.9952e+005 
   11     0.026175      0.14433      0.18135      0.85667  2.9952e+005 
 
%-----------------------------------------------------------------------------% 
                     R^2 and Adjusted R^2 
-----------------------------------------------------------------------------% 

-----------------------------------------------------------------------------% 
                     Analysis of Variance 
-----------------------------------------------------------------------------% 
ource            DF          SS         MS        F       P 
egression        11     4.3998     0.39998     23.0405    0 
esidual Error   63     1.0937      0.01736 
tal            74     5.4935 
----------------------------------------------------------------------------% 

 

Once again, the initial model is not a good one due a serious multicollinearity 

problem. Figure 4-26 shows the plots that correspond to the stepwise procedure for this 

region.  

in Table 4-25 

sing a Monomial basis fo

 
%
   R^2,    R^2(adj) 
 0.80091  0.76615 
%
 
%
S
R
R
To
%-
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Coefficients with Error Bars      Coeff.   t-stat    p-val
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Figure 4-26 Final results for the Piece-Wise method using a monomial basis for region #3.  

 

 

 
 
 
 

Table 4-26 corresponds to the final model obtained.  
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Table 4-26 Final Output for the Piece-Wise Method using a Monomial basis for region #3   
 
%--------------------------------------------------------------------------% 
    Results for the Analysis of Variance for the Basis Representation Model  
%--------------------------------------------------------------------------% 
                      Coefficients and Variance Inflation Factors 
%--------------------------------------------------------------------------% 
Term    Intercept    SE Coef   T-test    P-value 
    0     2.272      0.14406   15.7717   0 
  
   Term   Coefficients   SE Coef   T-test    P-value      VIF 
    8    0.0045218     0.0022335    2.0245   0.046732      1 
    9    0.0016714     0.00025294   6.608    6.4236e-009   1 
   10   -0.0030793     0.00025294   -12.174            0   1 
   11   -0.0022345     0.00025294   -8.8342  5.3269e-013   1 
 
%--------------------------------------------------------------------------% 
                      R^2 and Adjusted R^2 
%--------------------------------------------------------------------------% 
   R^2,    R^2(adj) 
 0.79652  0.78489 
%--------------------------------------------------------------------------% 
                      Analysis of Variance 
%--------------------------------------------------------------------------% 
Source            DF          SS    MS            F         P 
Regression        4     4.3757     1.0939     68.5038     0 
Residual Error   70     1.1178     0.015969 
T
%----------------------------- ---------------------------% 

 
In this model, the terms considered in the previous region were also considered. 

Once again, the final design matrix is orthogonal and the coefficients can be compared 

easily. Table 4-27 is a summary for these results.  

Table 4-27 Results summary for Region #3 

Terms Coefficient 
Represented 

Value Related 
Factor 

Basis Term 

otal            74     5.4935 
------------------

8 b02 0.0045218 1 t2

9 b12 0.0016714 X1 t2

10 b22 -0.0030793 X2 t2

11 b32 -0.0022345 X1*X2 t2

 

The factors and their in ion. The term that has the 

most in ponse plot 

(Figure 4-27) shows a better fit for the responses compared to the previous two regions. 

teraction are relevant in this reg

fluence in the model corresponds to the factor x2.  The estimated res
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The residuals plot presents a better behavior in terms of the models variance with respect 

the models of the previous regions.  
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Figure 4-27 Response and estimated response for the region #3. The asterisks correspon
estimated functions. 
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Figure 4-28 Residuals plot for region #3 

The results for the fourth and last region are shown in the next section. 
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4.3.3.1.4 Results for Region #4 

Table 4-28 corresponds to the initial model obtained 

Table 4-28 Initial Output for the Piece-Wise Method u r region #4 
%-----------------------------------------------------------------------------% 
Results for the Analysis of Variance for the Basis Representation Model for  
the region #4 
%-----------------------------------------------------------------------------% 
Type of Basis:   monomial 
Number of basis functions or knots if the basis is a Cubic Spline:   2 
%-----------------------------------------------------------------------------% 
                      Coefficients and Variance Inflation Factors 
%-----------------------------------------------------------------------------% 
   Terms Coefficients   SE Coef      T-test       P-value       VIF 
    0       12.001       21.567      0.55646      0.57987            0 
    1       12.954       24.113      0.53725      0.59299  5.8482e+005 
    2      -11.816       24.113     -0.49005       0.6258  5.8482e+005 
    3      -13.317       24.113     -0.55228      0.58271  5.8482e+005 
    4      -2.1542       4.5472     -0.47374      0.63732         4333 
    5      -2.8794       5.0839     -0.56638      0.57315  2.3507e+006 
    6       2.6506       5.0839      0.52137      0.60393  2.3507e+006 
    7       2.9452       5.0839      0.57931      0.56445  2.3507e+006 
    8      0.12418       0.2393      0.51893      0.60563         4333 
    9       0.1625      0.26754      0.60736       0.5458  5.9295e+005 
   10     -0.15262      0.26754     -0.57045       0.5704  5.9295e+005 
   11     -0.16583      0.26754     -0.61981      0.53762  5.9295e+005 
 
%-----------------------------------------------------------------------------% 

------------------------------% 

-----------------------------------------------------------------------------% 
                     Analysis of Variance 
-----------------------------------------------------------------------------% 
ource            DF          SS          MS            F         P 
egression        11     25.1315     2.2847     38.3014     0 
esidual Error   63     3.758      0.05965 
Total            74     28.8895 
%-----------------------------------------------------------------------------% 

 

As in the previous regions, the model has a serious multicollinearity problem. The next 

page shows the plots for the stepwise procedure. 

 

 

 

for this region. 

sing a Monomial basis fo

                      R^2 and Adjusted R^2 
%-----------------------------------------------
   R^2,    R^2(adj) 
 0.86992  0.84721 
%
 
%
S
R
R
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Coefficients with Error Bars      Coeff.   t-stat    p-val
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Figure 4-29 Final results for the Piece-Wise method using a monomial basis for region #4.  

       

Table 4-29 output shows the final results for this region. 
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Table 4-29 Final Output for the Piece-Wise Method using a Monomial basis for region #4 
 
%--------------------------------------------------------------------------% 
     Results for the Analysis of Variance for the Basis Representation Model  
%--------------------------------------------------------------------------% 
                      Coefficients and Variance Inflation Factors 
%--------------------------------------------------------------------------% 
Term    Intercept    SE Coef   T-test    P-value 
    0     1.7852      0.34159   5.2262   1.7057e-006 
  
   Term    Coefficients  SE Coef   T-test  P-value   VIF 
    8.0000    0.0108    0.0038    2.8762    0.0053    1.0000 
    9.0000    0.0033    0.0004    9.1310    0.0000    1.0000 
   10.0000   -0.0049    0.0004  -13.5395         0    1.0000 
   11.0000   -0.0037    0.0004  -10.3334    0.0000    1.0000 
 
%--------------------------------------------------------------------------% 
                      R^2 and Adjusted R^2 
%--------------------------------------------------------------------------% 
   R^2,    R^2(adj) 
 0.84504  0.83619 
%--------------------------------------------------------------------------% 
                      Analysis of Variance 
%--------------------------------------------------------------------------% 
Source            DF          SS     MS            F      P 
Regression        4     24.4129     6.1032     95.436     0 
Residual Error   70     4.4766      0.063951 

 
The same terms obtained for the previous two regions were selected again by the 

stepwise procedure. Table 4-30 summarizes the results.  

Table 4-30 Results summary for Region #4 

Terms Coefficient 
Represented 

Value Related Factor Basis Term 

Total            74     28.8895 
%--------------------------------------------------------------------------% 

8 b02 0.0108 1 t2

9 b12 0.0033 X1 t2

10 b22 -0.0049 X2 t2

11 b32 -0.0037 X1*X2 t2

 

This model has the peculiarity that has an adjusted determination coefficient over 

80%. The most relevant terms in this model correspond to the factor x2 and the cross-

term. The following plots ses and residuals for this 

gion. Figure 4-30 shows the estimated responses for this region. This looks to be the 

correspond to the estimated respon

re
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region with the best fit. The residuals plot shows a behavior very close to a model with 

constant variance, this is presented in Figure 4-31 
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Figure 4-30 Response and estimated response for the region #4. The asterisks correspond to the 
estimated functions. 
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Figure 4-31 Residuals plot for region #4 

 
he next plots correspond to the estimated responses and the residuals for all the regions 

combined. 

T
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Figure 4-32 Estimated and Original Func ns for the Piece-Wi ethod ll the regions 
bined 

The models fit relatively well the response functions he prob ms occur on the 

last regio ue to the  chang  the curves behavior. Th next pl is the 

ls plot for the combined model. 
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Figure 4-33 Residuals Plot for all the Regions 
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Figure 4-33 shows that the residuals present the same behavior than the obtained 

with the basis representation m

4.3.3.

In order to begin with the procedure the knots location was completed. Table 4-31 

presents the results of the knots search.   

Table 4-31 Summary of the Knots Search for the Theoretical Case Study using a Fourier basis 

Fourier 
Basis K=2      
Number of 
knots 

Objective 
function optimal knots 

ethod. In the next pages, the results for the same procedure 

using a Fourier Basis are shown.  

2 Fourier Basis 

5 7.5641 3 6 9 12 16 
4 5.5241 3 7 11 16 * 
3 5.4986 6 11 16 * * 
2 5.6749 11 16 * * * 
1 6.7496 16  * * * * 

 

The selected quantity of knots is 3 and the selected knots are 6, 11, and 16. Due 

the use of a Fourier Basis, the models in each region are going to equal to the Equation 

4.5. The Figure 4-34 presents the plots for each of the four regions delimited by the 

knots.   

 
 

Figure 4-34 Plots for all the regions delimited before using the Piece-Wise procedure for the 
theoretical case study with a Fourier basis 

 
The next sections show the results obtained in each region in detail. 
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4.3.3.2.1 Results for Region #1 

As done with the previous basis, the initial Matlab output is presented in order to 

show the results obtained for this region. 

Table 4-32 Initial Output for the Piece-Wise Method  region #1  

----------%
Results for the Analysis of Variance for the Ba odel for  
the region  #1 
%-----------------------------------------------------------------------------%
Type of Basis:   fourier 
Number of basis functions or knots if the basis   2 
%-----------------------------------------------------------------------------%
                      Coefficients and Variance
%---------------------------------------------- ----------%
   Terms     Coefficients  SE Coef   T-test  P-
     0       2.3127   0.00099084       2334.1       0 
     1    0.0018039    0.0011078       1.6284      0.10587         1.08 
     2  -0.00096109    0.0011078     -0.86757      0.38723         1.08 
     3  -0.00013464    0.0011078     -0.12153      0.90346         1.08 
     4   -0.0084468    0.0014771      -5.7187  7.0121e-008            1 
     5   2.415e-005    0.0016514     0.014624      0.98835            1 
     6    0.0007692    0.0016514      0.46579      0.64215            1 
     7    0.0012705    0.0016514      0.76932       0.4431            1 
     8    0.0027616    0.0013211       2.0903     0.038536       1.0667 
     9   9.657e-005    0.0014771      0.06538      0.94797         1.12 
    10   -0.0007232    0.0014771     -0.48962      0.62523         1.12 
    11   -0.0016348    0.0014771      -1.1068      0.27044         1.12 
    12   -0.0020372    0.0014771      -1.3792       0.1702            1 
    13  5.1963e-005    0.0016514     0.031466      0.97495            1 
    1
    1
   16     0.001068    0.0013211      0.80841      0.42033       1.0667 

893         1.12 
996         1.12 

   19   -0.0009557    0.0014771     -0.64703      0.51875         1.12 

-----------------------------------------------------------------------------%
                     R^2 and Adjusted R^2 
----------------------------------------------------------------------------%

  R^2,    R^2(adj) 
0.27208  0.1657 

%-----------------------------------------------------------------------------%
                      Analysis of Variance 
%-----------------------------------------------------------------------------%
Source            DF          SS          MS            F         P 
Regression        19     0.0066259     0.00034873     2.5575     0.00098176 
Residual Error   130     0.017726      0.00013636 
Total            149     0.024352 
%-----------------------------------------------------------------------------%

using a Fourier basis for

---------------------
sis Representation M

 is a Cubic Spline: 

 Inflation Factors 
---------------------
value   VIF 
         0        

%----------------------------------------------

4   0.00015014    0.0016514      0.09092       0.9277            1 
5  3.9023e-005    0.0016514      0.02363      0.98118            1 

 
    17  7.6214e-005    0.0014771     0.051598      0.95
    18  -0.00035591    0.0014771     -0.24096      0.80
 
 
%
 
%-
 
 

 
 

This model does not have the multicollinearity problem presented by the 

monomial basis, but it has a series of non-relevant terms that can be eliminated. This in 
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order gure 

4-35 correspond to this procedure.  

to improve and simplify the model the stepwise procedure was completed. Fi

     Coeff.   t-stat    p-val

     0.00183   1.7769   0.0777

    -0.00114  -1.1078   0.2698
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 -0.00844551  -5.9182   0.0000
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  0.00303094   2.4525   0.0154
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Figure 4-35 Final results for the Piece-Wise method using a Fourier basis for region #1.  

 
Table 4-33 corresponds to the final model it is shown next. 
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Table 4-33 Final Output for the Piece-Wise Method using a Fourier basis for region #1   

Re
Residual Error   145    0.01846 
Total            149    0.024352 
%-----------------------------------------------------------------------------%

%-----------------------------------------------------------------------------%
     Results for the Analysis of Variance for the Basis Representation Model  
%-----------------------------------------------------------------------------%
                      Coefficients and Variance Inflation Factors 
%-----------------------------------------------------------------------------%
Term    Intercept    SE Coef   T-test    P-value 
    0     2.3129      0.00094403   2450.0134   0 
  
   Term    Coefficients  SE Coef   T-test  P-value   VIF 
    1.0000    0.0018    0.0010    1.7793    0.0773    1.0000 
    4.0000   -0.0084    0.0014   -5.9183    0.0000    1.0000 
    8.0000    0.0030    0.0012    2.4503    0.0155    1.0000 
   11.0000   -0.0019    0.0013   -1.4432    0.1511    1.0000 
 
%-----------------------------------------------------------------------------%
                      R^2 and Adjusted R^2 
%-----------------------------------------------------------------------------%
   R^2,    R^2(adj) 
 0.24195  0.22103 
%-----------------------------------------------------------------------------%
                      Analysis of Variance 
%-----------------------------------------------------------------------------%
Source            DF       SS            MS            F           P 

gression        4     0.0058919     0.001473     11.5698     3.5191e-008 
      0.00012731 

 
 

The model is not a good one; it only describes 24% of the variability of the data. 

Inferences using this model are not appropriate only two factor related terms were 

considered relevant by the model and two additional terms corresponding to the intercept 

of the model. The next plots (Figure 4-36 and Figure 4-37) show the lack of fit and 

variance problems that this model has. This is expected to happen in all the regions, due 

the basis selection.  
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Figure 4-36 Response and estimated response for the region #1. The asterisks correspond to the 
estimated functions. 
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Figure 4-37 Residuals plot for region #1 
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4.3.3.2

atlab output; the stepwise plots and the final model are 

presented in the next pages.  

Table 4-34 Initial Output for the Piece-Wise Method using a Fourier basis for region #2   

.2 Results for Region #2  

Table 4-34 is the initial M

 
%--------------------------------------------------------------------

is Representation Mod

---------------------

is a Cubic Spline:   
---------------------
Inflation Factors 
----------------------
 P-value     V
          0          

---------% 
Results for the Analysis of Variance for the Bas el for the 
region  #2 
%----------------------------------------------- ---------% 
Type of Basis:   fourier 
Number of basis functions or knots if the basis 2 
%----------------------------------------------- ---------% 
                      Coefficients and Variance 
%----------------------------------------------- --------% 
  Terms   Coefficients   SE Coef    T-test  IF 
     0       2.3711     0.0032493       729.72    0 
     1    0.0089025     0.0036328       2.4506      0.015914       1.0937 
     2    -0.020265     0.0036328      -5.5783    1.905e-007       1.0937 
     3    -0.023839     0.0036328      -6.5621   2.0578e-009       1.0937 
     4     0.031921     0.0054923        5.812   6.6951e-008         1.25 
     5    0.0065675     0.0061406       1.0695       0.28728         1.25 
     6    -0.016107     0.0061406      -2.6231      0.010009         1.25 
     7    -0.016505     0.0061406      -2.6879     0.0083636         1.25 
     8    -0.003161     0.0042543     -0.74301       0.45913         1.05 
     9   -0.0012625     0.0047565     -0.26543        0.7912        1.125 
    10    0.0025425    0.0047565       0.53454        0.5941        1.125 
    11     0.002605    0.0047565       0.54768       0.58508        1.125 
    12  -1.2757e+014   2.0057e+013     -6.3606   5.3344e-009        39.65 
    13  -3.3397e+013   2.2424e+013     -1.4894       0.13939        41.25 
    
    15   6.6529e+013   2.2424e+013      2.9669     0.0037255        41.25 
    16     -0.12477    0.019917        -6.2645   8.3644e-009        39.45 
    17  
    18  

    2.9271     0.0041952       41.094 

%-----------------------------------------------------------------------------% 
                      R^2 and Adjusted R^2 
%-----------------------------------------------------------------------------% 
   R^2,    R^2(adj) 
 0.62116  0.5526 
%-----------------------------------------------------------------------------% 
                      Analysis of Variance 
%-----------------------------------------------------------------------------% 
Source            DF          SS          MS            F         P 
Regression        19     0.20773     0.010933     9.061     1.0325e-014 
Residual Error   105     0.12669      0.0012066 
Total            124     0.33442 
%-----------------------------------------------------------------------------% 

  

14   7.3368e+013   2.2424e+013      3.2719     0.0014463        41.25 

  -0.031685    0.022267        -1.4229       0.15772       41.094 
   0.070557    0.022267         3.1686     0.0020065       41.094 

    19     0.065179    0.022267     
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It is possible to observe that the model has a multicollinearity problem. In 

addition, the determination coefficient for the model is relatively low. The stepwise plots 

are shown in Figure 4-38.  
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Figure 4-38 Final results for the Piece-Wise method using a Fourier basis for region #2.  

 
 

 Table 4-35 provides the details with respect the final model obtained after the 

execution of the stepwise procedure.  
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Table 4-35 Final Output for the Piece-Wise Method using a Fourier basis for region #2 

Re
Residual Error   120     0.20881
otal            124     0.33444 
-----------------------------------------------------------------------------% 

 
The final model is not a good one. Only around 35% of the total variability of the 

data is explained. Only the first four terms are relevant and the one that correspond to the 

cross-term in is the most relevant. In general, this model cannot be used to conclude with 

respect this region. Plots presented in figures 4-39 and 4-40 show the lack of fit presented 

by this model. The next section shows the results for region #3. 

%-----------------------------------------------------------------------------% 
    Results for the Analysis of Variance for the Basis Representation Model  
%-----------------------------------------------------------------------------% 
                      Coefficients and Variance Inflation Factors 
%-----------------------------------------------------------------------------% 
Term    Intercept    SE Coef   T-test    P-value 
    0     2.3717      0.0037311   635.6675   0 
  
   Term    Coefficients  SE Coef   T-test  P-value   VIF 
    1.0000    0.0094    0.0042    2.2447    0.0266    1.0000 
    2.0000   -0.0210    0.0042   -5.0424    0.0000    1.0000 
    3.0000   -0.0244    0.0042   -5.8393    0.0000    1.0000 
    4.0000    0.0163    0.0059    2.7625    0.0066    1.0000 
 
%-----------------------------------------------------------------------------% 
                      R^2 and Adjusted R^2 
%-----------------------------------------------------------------------------% 
   R^2,    R^2(adj) 
 0.37563  0.35482 
%-----------------------------------------------------------------------------% 
                      Analysis of Variance 
%-----------------------------------------------------------------------------% 
Source            DF          SS          MS         F         P 
gression        4     0.12563     0.031406     18.0484     1.254e-011 

    0.0017401 
T
%
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Figure 4-39 Response and estimated response for the region #2. The asterisks correspond to the 
estimated functions. 
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Figure 4-40 Residuals Plot for region #2 
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4.3.3.2.3 Results for Region #3 

Table 4-36 corresponds to the initial model for this region 
 

Table 4-36 Initial Output for the Piece-Wise Method using a Fourier basis for region #3 

 
%-------------------------------------------------------------------

sis Representation Mo

 is a Cubic Spline:  
---------------------
 Inflation Factors 
---------------------
  P-value          VI
        0            

----------% 
Results for the Analysis of Variance for the Ba del for the 
region  #3 
%-----------------------------------------------------------------------------% 
Type of Basis:   fourier 
Number of basis functions or knots if the basis  2 
%---------------------------------------------- ----------% 
                      Coefficients and Variance
%---------------------------------------------- ----------% 
Terms   Coefficients  SE Coef        T-test    F 
   0        2.469    0.0079599       310.18    0 
   1     0.046331    0.0088994       5.2061  9.6428e-007       1.0937 
   2    -0.097173    0.0088994      -10.919            0       1.0937 
   3    -0.076934    0.0088994      -8.6449  6.5947e-014       1.0937 
   4      0.71764      0.17487       4.1039  8.0472e-005       295.61 
   5      0.39114      0.19551       2.0006     0.048012       316.72 
   6     -0.72718      0.19551      -3.7194   0.00032255       316.72 
   7     -0.42635      0.19551      -2.1807     0.031436       316.72 
   8    -0.048996     0.013455      -3.6416   0.00042265         1.25 
   9    -0.027054     0.015043      -1.7984     0.074979         1.25 
  10     0.049308     0.015043       3.2779    0.0014187         1.25 
  11     0.029391     0.015043       1.9538      0.05338         1.25 
  12  2.0336e+014  4.9133e+013       4.1389  7.0606e-005       472.63 
  13  1.1123e+014  5.4933e+013       2.0249     0.045415       516.75 
  14 -2.0631e+014  5.4933e+013      -3.7557   0.00028408       516.75 
  15
  16      0.32367     0.078626       4.1166  7.6768e-005       102.45 

 
%-----------------------------------------------------------------------------% 
                      R^2 and Adjusted R^2 
%-----------------------------------------------------------------------------% 
   R^2,    R^2(adj) 
 0.73981  0.69272 
%-----------------------------------------------------------------------------% 
                      Analysis of Variance 
%-----------------------------------------------------------------------------% 
Source            DF          SS          MS            F         P 
Regression        19     2.1618       0.11378         15.7129     0 
Residual Error   105     0.76031      0.0072411 
Total            124     2.9221 
%-----------------------------------------------------------------------------% 
  

 

This model has a better initial determination coefficient than the initial models for 

e first two regions. The model has a serious multicollinearity problem; in addition there 

 -1.2125e+014  5.4933e+013      -2.2072     0.029475       516.75 

  17      0.17611     0.087907       2.0034     0.047713       106.72 
  18     -0.32841     0.087907      -3.7359    0.0003045       106.72 
  19      -0.1929     0.087907      -2.1944     0.030412       106.72 

th
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are so o the 

stepwise procedure are presented by Figure 4-41.  

me terms that are not relevant in the model. The plots that correspond t
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Figure 4-41 Final results for the Piece-Wise method using a Fourier basis for region #3.  

 

Table 4-37 corresponds to the stepwise procedure it is shown in the next page.  
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Table 4-37 Final Output for the Piece-Wise Method using a Fourier basis for region #3 

So
Regression        4     1.8261  .9819     0 
Residual Error   120     1.096     0.0091336 
Total            124     2.9221 
%-----------------------------------------------------------------------------%

%-----------------------------------------------------------------------------%
    Results for the Analysis of Variance for the Basis Representation Model  
%-----------------------------------------------------------------------------%
                      Coefficients and Variance Inflation Factors 
%-----------------------------------------------------------------------------%
Term    Intercept    SE Coef   T-test    P-value 
    0     2.47      0.008548   288.9553   0 
  
   Term    Coefficients  SE Coef   T-test  P-value   VIF 
    1.0000    0.0473    0.0096    4.9528    0.0000    1.0000 
    2.0000   -0.0983    0.0096  -10.2896         0    1.0000 
    3.0000   -0.0778    0.0096   -8.1452    0.0000    1.0000 
    8.0000   -0.0241    0.0135   -1.7825    0.0772    1.0000 
 
%-----------------------------------------------------------------------------%
                      R^2 and Adjusted R^2 
%-----------------------------------------------------------------------------%
   R^2,    R^2(adj) 
 0.62491  0.61241 
%-----------------------------------------------------------------------------%
                      Analysis of Variance 
%-----------------------------------------------------------------------------%

urce            DF          SS      MS           F       P 
   0.45651     49

 
   

This is model it is better than the previous ones in terms of the adjusted 

determination coefficient. The model describes 63% of the total variability of the data. 

This quantity is not excellent but is acceptable in some applications. Table 4-38 

summarizes the obtained results. 

Table 4-38 Results summary for region #3 of the Piece-Wise method using a Fourier basis 

Terms Coefficient 
Represented 

Value Related 
Factor 

Basis Term 

1 b10 0.0473 X1 1 
2 b20 -0.0983 X2 1 
3 b30 -0.0778 X1*X2 1 
8 b0 -0.0241 1 os(wt) c2

 

erms 1 to 3 correspond to the factors without a sine or cosine term. By the 

magnit

T

udes of the coefficient the factor, x2 is the most relevant in this region.  
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Figure 4-42 Response and estimated response for the region #3. The asterisks correspond to the 

estimated functions.  
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Figure 4-43 Residuals for region #3 

 

he estimated responses plot presents a better fit compared to the previous two. 

The res

used. 

T

iduals plot shows the problem of non-constant variance for this model. The next 

section shows the results for the region #4, which is the last one due the number of knots 
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4.3.3.2.4 Results for Region #4 

As done with all the regions in this procedure Table 4-39 corresponds to the initial model 

for this region.  

Table 4-39 Initial Output for the Piece-Wise Method using a Fourier basis for region #4 
%----------------------------------------------------------------------

is Representation Model f

----------------------

s a Cubic Spline:   2 
----------------------
nflation Factors 
----------------------
P-value          VIF 

   0            0 

-------% 
Results for the Analysis of Variance for the Bas or the 
region  #4 
%------------------------------------------------ -------% 
Type of Basis:   fourier 
Number of basis functions or knots if the basis i
%------------------------------------------------ -------% 
                      Coefficients and Variance I
%------------------------------------------------ -------% 
 Terms  Coefficients  SE Coef        T-test      
   0       2.6833     0.019566       137.14         
   1      0.21396     0.021875       9.7812  2.2204e-016       1.0937 
   2     -0.33833     0.021875      -15.466            0       1.0937 
   3     -0.25323     0.021875      -11.576            0       1.0937 
   4      -2.4028      0.44484      -5.4015  4.1446e-007       226.15 
   5      -2.3104      0.49735      -4.6453  9.8854e-006       226.15 
   6       2.8705      0.49735       5.7716  8.0325e-008       226.15 
   7       2.3266      0.49735       4.6781  8.6648e-006       226.15 
   8     0.024987     0.025618      0.97538      0.33161         1.05 
   9     0.029249     0.028641       1.0212      0.30949        1.125 
  10    -0.031858     0.028641      -1.1123      0.26855        1.125 
  11    -0.027494     0.028641     -0.95996      0.33928        1.125 
  12 -6.3378e+014  1.2077e+014      -5.2478   8.065e-007       420.55 
  13 -
  14
  15  6.1479e+014  1.3503e+014       4.5531  1.4287e-005       428.65 
  16      -1.3836      0.26694      -5.1831   1.064e-006       195.45 

  19       1.3385      0.29845        4.485    1.87e-005       203.59 
 
%-----------------------------------------------------------------------------% 
                      R^2 and Adjusted R^2 
%-----------------------------------------------------------------------------% 
   R^2,    R^2(adj) 
 0.86579  0.84151 
%-----------------------------------------------------------------------------% 
                      Analysis of Variance 
%-----------------------------------------------------------------------------% 
Source            DF       SS           MS         F        P 
Regression        19     29.6349     1.5597     35.6505     0 
Residual Error   105     4.5938      0.043751 
Total            124     34.2287 
%-----------------------------------------------------------------------------%  

 

It is not surprising to obtain a model with the presence of the multicollinearity 

problem. In addition, some terms are not relevant in the model. For those reasons, once 

6.1025e+014  1.3503e+014      -4.5195  1.6321e-005       428.65 
  7.5719e+014  1.3503e+014       5.6077  1.6724e-007       428.65 

  17      -1.3285      0.29845      -4.4513  2.1344e-005       203.59 
  18       1.6526      0.29845       5.5371  2.2862e-007       203.59 
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again  next 

pages.  

the stepwise procedure was used. The plots and final model are shown in the
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Figure 4-44 Final results for the Piece-Wise method using a Fourier basis for region #4.  
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Table 4-40 Final Output for the Piece-Wise Method using a Fourier basis for region #4  
 
%--------------------------------------------------------------------------% 
    Results for the Analysis of Variance for the Basis Representation Model  
%--------------------------------------------------------------------------% 
                      Coefficients and Variance Inflation Factors 
%--------------------------------------------------------------------------% 
Term    Intercept    SE Coef   T-test    P-value 
    0     2.691      0.026058   103.2727   0 
  
   Term    Coefficients  SE Coef   T-test  P-value       VIF 
     1      0.22316     0.029133    7.66   5.0999e-012     1 
     2     -0.34801     0.029133  -11.946            0     1 
     3     -0.26206     0.029133  -8.9952  3.9968e-015     1 
%--------------------------------------------------------------------------% 
                      R^2 and Adjusted R^2 
%--------------------------------------------------------------------------% 
   R^2,    R^2(adj) 
 0.69996  0.69253 
%--------------------------------------------------------------------------% 
                      Analysis of Variance 
%--------------------------------------------------------------------------% 
Source            DF          SS      MS         F         P 
R
Residual Error   121     10.269
Total            124     34.2287 
%--------------------------------------------------------------------------%  

The model obtained is the best one for the Fourier basis. The adjusted 

determination coefficient is close to a 70% and the model has an orthogonal design 

matrix. The next table shows the results summarized.  

Table 4-41 Results summary for region #4 of the Piece-Wise method using a Fourier basis 

Terms Coefficient 
Represented 

Value Related 
Factor 

Basis Term 

egression        3     23.9589     7.9863     94.0954     0 
8    0.084874 

1 b10 0.22316 X1 1 
2 b20 -0.34801 X2 1 
3 b30 -0.26206 X1*X2 1 

 

The relevant terms correspond to the terms that not are multiplied by a sine or 

cosine term. This is exactly what happened with the previous region. The term that 

corresponds to the factor x  the 

stimated responses as constant lines; this behavior is caused by the elimination of all the 

ls of the previous regions.  

2 is the most relevant in this model. Figure 4-45 shows

e

terms related to the signal factor. The residuals plot shows the same problems presented 

by the mode
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Figure 4-46 Residuals plot for region #4 

 

The next section summarizes the results for the Piece-Wise method without the continuity 

constraint.  
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4.3.3.3 Results Summary for the Piece-Wise Method without the Continuity 

Constraint 

eoretical case study is 

impor

After performing, the Piece-Wise method for the th

tant to summarize and make some remarks with respect the results obtained. The 

next tables show a summary for the two bases used by region. These tables also present 

the results for the pseudo-MSE for both bases.  

Table 4-42 Summary for the Piece-Wise procedure using a Monomial Basis  

Monomial 
Basis 

Number of 
Terms MSE 

Number of Data 
Points 

Adjusted 
R^2 

Region 1 7 0.00033438 250 0.75496 
Region 2 5 0.004758 125 0.69203 
Region 3 5 0.015969 75 0.78489 
Region 4 5 0.063951 75 0.83619 
Pseudo-

MSE 0.012418718    
 

Table 4-43 Summary for the Piece-Wise procedure using a Fourier Basis 

Fourier Number of 
 MSE 

Number of Data 
Points 

Adjusted 
R^2 Basis Terms

Region 1 7 0.00012672 150 0.22469 
Region 2 7 0.0017288 125 0.35902 
Region 3 8 0.0090161 125 0.61098 
Region 4 4 0.084874 125 0.69253 
Pseudo-

MSE 0.023173788    
 

From tables 4-42 and 4-43 one can notice the difference in the adjusted 

determination coefficients for both bases. The monomial basis has a better performance 

compared to the Fourier basis. This result was expected due the behavior of the response 

functions that do not have a periodical behavior. The pseudo-MSE for the monomial 

basis it is approximately the half of the pseudo-MSE of the Fourier basis. Both bases 

worked better in their respective regions 3 and 4. Also for both bases, the factor x2 was 

the most relevant for the last region. In general, the method worked out decently well for 

this case in specific when the monomial basis was used. The next section of this chapter 
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presents the results for ation of the continuity 

constraints.  

4.3.4 Piece Wise Method with the Continuity Constraint 

In order to ensure the continuity among the regions for all the curves, a set of 

constraints were imposed to the models. As mentioned on Chapter 3, these constraints are 

incorporated to the models using a series of indicator variables, after the stepwise 

procedure. The number of those variables is equal to the number of experimental 

conditions minus one. The reasoning of subtracting one experimental condition is to 

create a reference or a base for the rest of the indicator variables. Then the restrictions to 

these indicator variables are the averages of the responses at the last level of the signal 

factor of the previous region. The restricted least of squares algorithm it is used to find 

the regression coefficients for each region. The following sections are going to present 

the implementation of this procedure, it is important to understand that the terms 

considered for the final regressions are the same terms selected by the stepwise procedure 

for the models without the continuity constraint. The results obtained are next.   

4.3.4. mial Ba

4.3.4.1.1 esults for Reg #1 

The results obtained for this region are exactly the same results obtained for the model 

without the continuity constraint, because this region does not involve the restrictions. 

The next tables show the resu ary for this region.  

the Piece-Wise method with the incorpor

1 Mono sis 

 R ion 

lts summ
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Table 4-44 Final Matlab Output for Region #1 
%--------------------------------------------------------------------------% 
   Results for the Analysis of Variance for the Basis Representation Model
%-------------------------------------------------------------------------

  
-% 

                      C  Factors 
%-------------------------- -------------------% 
Term    Intercept    SE Coef   T-test    P-value 
    0     2.3039      0.0016865   1366.0952   0 
  
   Term    Coefficients  SE Coef   T-test  P-value   VIF 
    6.0000    0.0031    0.0020    1.5809    0.1152   16.2281 
    7.0000    0.0041    0.0020    2.0958    0.0371   16.2281 
    8.0000    0.0041    0.0002   23.9729         0    1.0000 
    9.0000    0.0005    0.0001    3.6945    0.0003    1.0000 
   10.0000   -0.0019    0.0005   -3.6230    0.0004   16.2281 
   11.0000   -0.0024    0.0005   -4.5972    0.0000   16.2281 
 
%--------------------------------------------------------------------------% 
                      R^2 and Adjusted R^2 
%--------------------------------------------------------------------------% 
   R^2,    R^2(adj) 
 0.76087  0.75496 
%--------------------------------------------------------------------------% 
                      Analysis of Variance 
%--------------------------------------------------------------------------% 
Source            DF       SS          MS            F       P 
Regression        6     0.25854     0.04309     128.8631     0 
Residual Error   243    0.081255    0.00033438 
Total            249    0.33979 
%--------------------------------------------------------------------------%  
  

Table 4-45 Results Summary for Region #1 

Terms Coefficient 
Represented 

Value Related 
Factor 

Basis Term 

oefficients and Variance Inflation
-----------------------------

6 b21 0.0031 X2 t 

7 b31 0.0041 X1*X2 t 

8 b02 0.0041 1 t2

9 b12 0.0005 X1 t2

10 b22 -0.00019 X2 t2

11 b32 -0.0024 X1*X2 t2

 
As mentioned previously the model has the multicollinearity problem but both 

factors were considered as relevant.  
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4.3.4.1.2 Results for Region #2 

The results of the analysis of variance for this region are shown on the next tables 
Table 4-46 Matlab Output for Region #2 

 coefficients for 
the region #2 
%-----------------------------------------------------------------------------% 
Type of Basis:   monomial 
Number of basis functions or knots if the basis is a Cubic Spline:   2 
%-----------------------------------------------------------------------------% 
                      Coefficients and Variance Inflation Factors 
%-----------------------------------------------------------------------------% 

Term Coefficient SE Coef T-test P-value VIF 

0 2.4561 0.0196 125.0281 0   

8 0.0242 0.0042 5.7108 0 1 

9 0.0205 0.0047 4.3445 0 2.0345 

10 -0.0194 0.0047 -4.1053 0.0001 2.0345 

11 -0.0239 0.0047 -5.0538 0 2.0345 

ind 1 -0.0725 0.0281 -2.5766 0.0112 3.2552 

ind 2 -0.0024 0.0281 -0.0856 0.9319 3.2552 

ind 3 -0.115 0.0281 -4.0868 0.0001 3.2552 

ind 4 -0.0686 0.0232 -2.9517 0.0038 2.2207 
 
%-----------------------------------------------------------------------------% 
                       R^2 and Adjusted R^2 
%-----------------------------------------------------------------------------% 

R^2 adj R^2 
0 0 

%-----------------------------------------------------------------------------% 
                      Analysis of Variance 
%-----------------------------------------------------------------------------% 

Source DF SS MS F P 

Regression 8 -0.4375 -0.0547 0 1 

Residual Error 116 0.5644 0.0049    

Total 124 0.1269       
%-----------------------------------------------------------------------------%

%-----------------------------------------------------------------------------% 
Analysis of Variance for the Final Model with the restricted

 
 

 

This model is completely inadequate if is compared to the model without the 

continuity constraints. Inferences with this model are not reliable. The next section 

presents the results for the third region.  
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4.3.4.1.3  Results for region #3 

As done on the previous sections the results for the third region are in the following 

tables. 

Table 4-47 Matlab Output for the region #3 

%-----------------------------------------------------------------------------% 
Analysis of Variance for the Final Model with the restricted coefficients for 
the region #3 
%-----------------------------------------------------------------------------% 
Type of Basis:   monomial 
Number of basis functions or knots if the basis is a Cubic Spline:   2 
%-----------------------------------------------------------------------------% 
                      Coefficients and Variance Inflation Factors 
%-----------------------------------------------------------------------------% 

Term Coefficient SE Coef T-test P-value VIF 

0 2.5404    Inf 0 1   
8 0.2427    Inf 0 1 0 
9 0.2433    Inf 0 1 0 

10 -0.0349    Inf 0 1 9.7965 
11 0.0349    Inf 0 1 9.7965 

ind 1 -0.1244    Inf 0 1 0 
ind 2 0.2654    Inf 0 1 0 
ind 3 -0.1938    Inf 0 1 0 

ind 4 -0.0563    Inf 0 1 0 
      1.0e+015 * 

%-----------------------------------------------------------------------------% 
                       R^2 and Adjusted R^2 
%-----------------------------------------------------------------------------% 

R^2 adj R^2 
0.7069 0.6714 

%-----------------------------------------------------------------------------% 
                      Analysis of Variance 
%-----------------------------------------------------------------------------% 

Source DF SS MS F P 

Regression 8 2.4026 0.3003 19.8983 6.77E-15 

Residual Error 66 0.9961 0.0151    

Total 74 3.3988       
%-----------------------------------------------------------------------------%  

 

 

 

The multicollinearity problem is extremely severe. The effect of the indicator 

variables in the model was very adverse on it inference capabilities.   
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4.3.4.1

The results for the last region analyzed are presented on the nex f 

ble 4-4 tp #4 
------- -------- ------ ------ -------- --% 

An ariance r the Fin  with ricted ficients r 
th  
%- ------- ------- ---- ------- -----  
Ty :   mon al 
Nu sis func ons or kno e basi bic Sp :   2 
%-- ---- --------------------------------------------------% 
        icients and Variance I lation Fact s 
%- - ----------------------- ----------- ----------- ---------- ---% 

Term Coefficient SE Coef T-test P-value VIF 

88    Inf 0 1 9.7965 

ind 1 -0.2854    Inf 0 1 0 

ind 4 -0.2173    Inf 0 1 0 
    1.0e+015 * 

 
%-----------------------------------------------------------------------------% 
  
%-

.4 Results for region #4 

t couple o tables. 

Ta 8 Matlab Ou ut for Region 
%------------

alysis of V
----
 fo

--------
al Model

--------
the rest

-----
 coef

---
 fo

e region #4
-----------
pe of Basis
m

----
omi
ti

-----------

ts if th

-------- ----

line

--------%

ber of ba
---------
        
--------

s is a Cu
------------
      Coeff nf

--
or
--- --- -

0 2.631    Inf 0 1   
8 0.6381    Inf 0 1 0 

9 0.5668    Inf 0 1 0 

10 -0.0288    Inf 0 1 9.7965 
11 0.02

ind 2 0.4175    Inf 0 1 0 
ind 3 -0.0417    Inf 0 1 0 

  

                     R^2 and Adjusted R^2 
----------------------------------------------------------------------------% 

R^2 adj R^2 

0.4034 0.3311
 
%-----------------------------------------------------------------------------% 
                      Analysis of Variance 
%-----------------------------------------------------------------------------% 

Source DF SS MS F P 

Regression 8 7.1038 0.888 5.5794 2.11E-05

Residual Error 66 10.5039 0.1592    

Total 74 17.6077       
%-----------------------------------------------------------------------------%  

 
Similar to the previous two regions the cost of the imposition of the continuity 

constraint has been a dramatic loss on inference capabilities. It is important to mention 

that the constraint was not incorporated to the models obtained using the Fourier bases 

because from the shape of the response functions it is clear that this type of basis is not 

appropriate. The Table 4-49 summarizes the results obtained  

 



 90

T s 

Monomial 
Basis 

Numbe
Terms SSE 

Num
f D
oi

just
R^2 

able 4-49 Results Summary for the Piece-Wise method with Continuity Constraint

r of 
MSE 

o
P

ber 
ata 
nts 

Ad ed 

Region 1 7 0.081255 0.00033438 25 .75496 0 0
Region 2 9 0 0.004 125.5644 9  0 
Region 3 9 0. 0.0151 75 0.69961  714 
Region 4 9 10 0.159 75 0.3 .5039 2 311 
Pseudo- 0.

MSE 
024

    
737 

 

The next and la

results for all the meth

st s  this ch  summa s and com

ods applied on this case. The comparison it is based on the Pseudo 

ap

4.4  C

o-MSE as explained in Chapter 3 is to ease the comparison 

of the t

ection of apter rize pares the obtained 

MSE presented on Ch ter 3.   

omparison of Results for the Three Methods for the Theoretical Case 

Study 

After completing the discussion of the three methods individually, it is important to 

make some comparisons in order to verify the adequacy of the methods to determine 

which procedures are better. In general, the conclusions driven by the three procedures 

were the same. Both factors and their interaction were considered as relevant by every 

procedure. An important inference obtained by the Point-Wise procedure is the 

significance of a curve component that was not captured or considered in the experiment. 

The main purpose of the pseud

hree methods. The following table presents a summary of the pseudo-MSE for all 

the methods used to analyze the experiment.  
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Table 4-50 Pseudo-MSE for all the methods applied to the theoretical case study 

Method Basis 
Used 

Total SSE Total 
Number of 
Parameters 

Total 
Number 
of Data 
Points 

Pseudo 
MSE 

Point-Wise N/A 5.48682 84 525 0.01244177
Basis Representation Monomial 8.9124 7 525 0.01720541
Basis Representation Fourier 20.5355 20 525 0.04066436

Basis Representation Cubic 
Spline 5.7778 8 525 0.01117563

Piece-Wise without 
continuity constraints Monomial 6.246615 22 525 0.01241872

Piece-Wise without 
continuity constraints Fourier 11.56372 26 525 0.02317379

Piece-Wise with 
continuity constraint Monomial 12.14566 34 525 0.024737 

 

The procedures that involved a Fourier bases are less effective in comparison with 

the other procedures.  They have the highest SSE totals. As previously mentioned this 

behavior was expected due the nature of the response functions. The Point-Wise method, 

the Piece-Wise using a monomial basis and the basis representation using the cubic spline 

basis provided the best results in terms of the pseudo-MSE, considering the number of 

terms that each model has. It is highly desired that the final models have the lowest 

quantity of terms as possible, this in order to have a simple model able to describe the 

data under study. The basis representation model with the cubic spline basis provided the 

second lowest number of terms and the second lowest pseudo-MSE can be considered the 

selected model for this case.  

This model has a good determination coefficient (approximately 83%), a low 

number of terms and a low SSE. The Piece-Wise method can be an alternative if is 

desired to investigate some specific regions of the signal factor. With the monomial basis 

in some regions, the factor x2 was the most relevant and in other regions the cross-term 

had the greatest impact. This is very interesting because the factors can affect the 

response functions differently depending on the levels of the signal factor. This can be a 

real contribution for some engineering applications. The Piece Wise method provided a 

good fit for all the regions but the inferential capabilities of this method are questionable.  
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The work with the theoretical case study was completed successfully. The three 

methods were executed, analyzed and compare

methods and conclusions could be obtained for 

d. The results were consistent among the 

each procedure. The next chapter presents 

p  the techniques used in the theoretical case study in a real world 

application, the analysis of the reflection coefficient of rectangular slot ring antennas.   

the a plication of all

5 
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 A

Recently the Design of Experiments (DOE) has been used in the analysis and 

characterization of Antennas [13]. In this chapter, the methods applied to the Theoretical 

case study are going to be applied to an experiment in order to analyze the behavior of 

the Reflection Coefficient for this structure in a range of frequencies.  A set of runs where 

simulated in order to collect data for the analysis. 

n Applied Case Study:  Reflection Coefficient Analysis for 

Rectangular Slot Ring Antennas  

5.1 Introduction 

 

(a)    (b) 

Figure 5-1  (a) A sin tennas used for the 

5.2 Experiment Description 

Initially, some simulations were pe  for the single R ular Slot Ring 

Antenna (RSRA) shown in Figure 5-1(a). Two different substrates were used. One with a 

relative permittivity of  3 and a thickness of  0.76 mm and the other with a relative 

permittivity of  6.15 and a thickness of  5 m. The perimeter d e width of the 

slot of the antenna w re varied in order to have an initial data to compare with. In the 

frequencies where the observations were m  the reflectio

gle RSRA. (b) Two concentric RSRA. Two examples of the an
experiments 

rformed ectang

0.63 m  an th

e

ade n coefficient was very high 

for both substrates.     
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In order to improve the matching of the antenna to 50 Ω an open circuit stub is 

implemented in a new set of antennas. Then, a third set of antennas with an open circuit 

stub and an exterior ring are simulated. For some, cases a low reflection coefficient was 

achieved as it is shown in Figure 5-2. 
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Figure 5-2 A case whe  low reflection c ficient is observed with the structure proposed. 

According to Figure 5-1(b), the parameters that can be varied are the substrate 

ermittivity (

re a oef

p rε ), the substrate thickness (H), the slot ring perimeters (L1 y L2), the slot 

(G) and the fed conductor width 

(Wf). The factors to be considered in this design with its re els a e show

Table 5-1.  

width (W), the open circuit stub (Ls), the fed slot width 

spective lev r n in 

Table 5-1 Factors and levels considered for the experiments 

Factor Low level High level 

rε 3 6.15 
 

W  0.25mm 1mm 

1L  1 gλ  2 gλ  

2L  2.2 gλ  2.6 gλ  

sL  0.25 gλ  0.3 gλ  

The factors L1, L2, and Ls depend on gλ . For these DOE designs the design 

frequency ( ) is 5.77 GHz. The other variables such as Wf  and G  depend on the df
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substrate permittivity and are obtained as follows. For rε =3 and H= 0.76 mm a 50 Ω 

CPW line is used with a slot width G Wf, of 6.435 

m   mm. For 

, of 0.25 mm, a central conductor width 

m and slot length L, of 10.32 rε =6.15 and H= 0.635 mm a 50 Ω CPW line is 

used with a slot width G, of 0.25 mm, a central conductor width Wf, of 1.725 mm and slot 

length L, of 7.634 mm. Considering all the experimental conditions of the five factors, it 

is necessary to run 32 simulations. In order to make regression coefficients comparable, 

factor physical dimensions need to be transformed into coded factors: low level as -1 and 

high level as 1. Additionally, the combination of rε and W will be coded as shown in 

Table 5-2. 

Table 5-2 Coding for the combination of rε   and W 

rε  W Indicator Variable 

-1 -1 T1

1 -1 T2

-1 1 T3

1 1 T4

 

Only one of these combinations is present in the m

10

odel: 

BBy sLBLBLBTBTBT 6251433221 +++++      += (5.1) 

Where y is the n coefficient; 

i  is one of the experimental condition shown in table 5.2, and only three of 

these v

 were performed is from 5.7 GHz to 6GHz.  

 

 response to be analyzed, in this case it is the reflectio

T 4,...0, =i

ariables are shown in Equation 5.1 because are indicator variables that used T4 as 

the base and 3,...0, =jB j  are the regression coefficients in the model.  The range of 

frequency where the experiments
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5.3 Results for the Applied Case Study  

5.3.1 Point-Wise Method 

Figure 5-3(a) shows some of the 32 responses that correspond to each 

experimental condition. The frequency range in the graphs is form 3 GHz to 8 GHz. The 

Point-Wise method was applied. Only in some frequency intervals the model was reliable 

enough to derive reasonable conclusions. The selection of the frequency range was based 

in the adjusted dete

coefficient measures the variability of the data explained by the model and its value is 

between zero and one. Figure 5-3(b) shows the determination coefficients for the 

frequency considered. 

rmination coefficient for the model and the frequency of design. This 
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Figure 5-3 (a) Observed responses, (b) Determination Coefficient. 

 

The selected region is from 5.7 to 6 GHz. This range corresponds to the 

frequencies used for the design of the antenna. The Figure 5-4 shows the response 

functions for the selected range. 

 



 97

 

Figure 5-4 Response functions for the selected range of frequencies 

 
(a)      (b) 

Figure )  T te

   

F re 5-5(b) it is ble to infer that ctors T2, T1 an  the most 

gnificant effects in the selected region. Because T1 and T2 are indicator variables that 

present levels of the same factor T, which is a combination of εr and W they cannot 

oexist. T2 has the strongest influence on the response and that is the level that has to be 

lected over this region. The others factors such as Ls, L2, and T3   have low impact on the 

flection coefficient. The intercept is not shown in the figures in order to ease the 

isualization of the effects; this is because the magnitude of the intercept is greater than 

e rest of the effects.  In Figure 5-5(a), the four highest effects are positive for this reason 

 is necessary to set these factors to their low level in order to minimize the reflection 

coefficient as it is desired.  Some additional plots related with the implementation of this 

method are presented in the next figures. 
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(a)      (b) 

Figure 5-6 Residuals and Adjusted Determination Coefficients Plots 

 

almost a sponses. A ke some uencies that are higher 

than 5.9 GHz.  The Figure 5-6(b) shows the determination coefficients for the selected 

range of frequencies. This coefficients drop dramatically for frequencies higher than 5.85 

GHz. Table 5-3 shows the pseudo-MSE generated by the applications, necessary to ease 

the comparison of the methods.  

ble 5-3 Pseudo-MSE e Applied Case Usin Point-Wise Method

Total SSE Total Number of 

Parameters 

Total Number of 

Data Points 

Pseudo MSE 

            

From Figure 5-6(a) it is possible to observe that the residuals look constant for

ll the re few ones ma  changes for freq

Ta for th g the  

22985.9 476 2176 13.521 
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5.3.2 Basis Representation Method 

5.3.2.1 Monomial Basis 

This type of basis was the first attempt to fit the selected range of frequencies the 

following series of figures tables and outputs shows the results obtained. The first 

monomial base used was expanded two times (k = 2) terms in the following form 

( )
( ) 2

6225214233222211202

6125114133122111101

6025014033022011000)(

tLBLBLBTBTBTBB

tLBLBLBTBTBTBB
LBLBLBTBTBTBBty

s

s

s

++++++

+++++++
+++++++=

  (5.2) 

The Table 5-4 shows all the terms and the factors associated with them.  

Table 5-4 Relation between the Matlab’s output column “Term” and the coefficients of Equation 5.2 

Terms Coefficient 
Represented 

Related Factor Basis Term 

0 B00 1 1 
1 B10 T1 1 
2 B20 T2 1 
3 B30 T3 1 
4 B40 L1 1 
5 B50 L2 1 
6 B60 Ls 1 
7 B01 1 t 
8 B11 T1 t 
9 B21 T2 t 
10 B31 T3 t 
11 B41 L1 t 
12 B51 L2 t 
13 B61 Ls t 
14 B02 1 t2

15 B12 T1 t2

16 B22 T2 t2

17 B32 T3 t2

18 B42 L1 t2

19 B52 L2 t2

20 B62 Ls t2

 

 



 100

The ini

Basis (K = 2) 

tial output for this expansion it is presented in Table 5-5. 

Table 5-5 Initial results for the applied case using the basis representation method with a Monomial 

 
%--------------------------------------------------------------------------% 
  Results for the Analysis of Variance for the Basis Representation Model  

-----------------------%-------------------------- -------------------------% 
Type of Basis:   monomial 
Number of basis functions or knots if the basis is a Cubic Spline:   2 
%--------------------------------------------------------------------------% 
                      Coefficients and Variance Inflation Factors 
%--------------------------------------------------------------------------% 
  Term    Intercept   SE Coef   T-test   P-value 
    0     1249.2824   691.0816   1.8077  0.070789 
  
  Term   Coefficients SE Coef   T-test   P-value    VIF 

 1 -2356.3 977.34 -2.411 0.015993 3.61E+07 

2 -2585.8 977.34 -2.6458 0.00821 3.61E+07 

3 -31.053 977.34 -0.03177 0.97466 3.61E+07 

4 -1140.1 345.54 -3.2995 0.000985 2.40E+07 

5 -138.89 345.54 -0.40194 0.68777 2.40E+07 

6 -18.24 345.54 -0.05279 0.95791 2.40E+07 

7 -4.18E-07 2.36E-07 -1.771 0.076694 87744 

8 7.83E-07 3.34E-07 2.3446 0.019135 1.44E+08 

9 8.72E-07 3.34E-07 2.6089 0.009146 1.44E+08 

10 -4.23E-09 3.34E-07 -0.01266 0.9899 1.44E+08 

11 3.87E-07 1.18E-07 3.2783 0.001061 9.62E+07 

12 4.16E-08 1.18E-07 0.35248 0.72451 9.62E+07 

13 8.62E-09 1.18E-07 0.072996 0.94182 9.62E+07 

14 3.47E-17 2.02E-17 1.719 0.085767 87744 

15 -6.48E-17 2.86E-17 -2.2712 0.023236 3.61E+07 

16 -7.32E-17 2.86E-17 -2.5636 0.010427 3.61E+07 

17 1.71E-18 2.86E-17 0.060034 0.95213 3.61E+07 

18 -3.28E-17 1.01E-17 -3.252 0.001164 2.41E+07 

19 -3.06E-18 1.01E-17 -0.30352 0.76152 2.41E+07 

20 -9.58E-19 1.01E-17 -0.09486 0.92443 2.41E+07 
 
%--------------------------------------------------------------------------% 
                      R^2 and Adjusted R^2 
%--------------------------------------------------------------------------% 
   R^2,    R^2(adj) 
 0.58379  0.57992 
%--------------------------------------------------------------------------% 
                      Analysis of Variance 
%--------------------------------------------------------------------------% 
Source            DF          SS          MS            F       P 
Regression        20     32673.959     1633.698     151.131     0 
Residual Error   2155    23295.1436     10.8098 
Total            2175    55969.1026 
%--------------------------------------------------------------------------% 
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The outputs shows that a serious multicollinearity problem. As an attempt to solve 

this situation, some terms are eliminated. The final output for the simplified model is 

shown next.  

Table 5-6 Stepwise procedure results for the applied case u tion method with 
a Monomial Basis (K = 2)  

sing the basis representa

 
 The model is not a good one due a multicollinearity problem 
%-------------------------------------------------------------------------% 
  Results for the Analysis of Variance for the Basis Representation Model  
%---------------------------------------------------------------

ce Inflation Factor
----------% 

                      Coefficients and Varian s 
%-------------------------------------------------------------------------% 
 Term    Intercept    SE Coef   T-test   P-value 
    0     16.5949      6.6728   2.4869   0.01296 
  
 Term    Coefficients SE Coef  T-test    P-value     VIF   

1 -1123.7 698.67 -1.6083 0.10792 1.80E+07 

2 -1353.1 698.67 -1.9367 0.052914 1.80E+07 

4 -1140.1 349.32 -3.2638 0.0011166 2.40E+07 

5 -34.019 4.7184 -7.2099 7.71E-13 4385.1 

6 14.536 4.7184 3.0806 0.0020918 4385.1 

7 -4.65E-09 1.14E-09 -4.0794 4.68E-05 2.0005 

9 4.58E-07 2.39E-07 1.9172 0.055343 7.22E+07 

10 4.99E-10 3.44E-11 14.494 0 1.5001 

----% 
   R^2,    R^2(adj) 
 0.57365  0.57068 
%-------------------------------------------------------------------------% 
                      Analysis of Variance 
%-------------------------------------------------------------------------% 
Source            DF          SS          MS            F         P 
Regression        15      32106.4339     2140.4289   193.7473     0 
Residual Error   2160     23862.6688      11.0475 
Total            2175     55969.1026 
%-------------------------------------------------------------------------%  

Table 5-6 is the result after using the stepwise procedure of the application. The 

graphs that correspond to the stepwise procedure are shown in Figure 5-7. 

8 3.70E-07 2.39E-07 1.5475 0.12188 7.22E+07 

11 3.87E-07 1.19E-07 3.2428 0.0012015 9.62E+07 

12 5.78E-09 8.06E-10 7.1742 9.95E-13 4385.1 

13 -2.58E-09 8.06E-10 -3.203 0.0013796 4385.1 

15 -3.01E-17 2.04E-17 -1.4768 0.13988 1.81E+07 

16 -3.85E-17 2.04E-17 -1.8859 0.059443 1.81E+07 

18 -3.28E-17 1.02E-17 -3.2168 0.0013154 2.41E+07 
 
%-------------------------------------------------------------------------% 
                      R^2 and Adjusted R^2 
%---------------------------------------------------------------------

 

 



 102

Coeffici
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X11
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ents with Error Bars      Coeff.   t-stat    p-val

    -136.981 -10.3760   0.0000

    -80.6407  -6.1083   0.0000

    -43.5349  -6.5918   0.0000

    -1140.75  -3.3004   0.0010

    -34.0216  -7.2889   0.0000

    -18.0812  -0.0523   0.9583

-1.23373e-008  -7.7340   0.0000

2.45927e-008  10.9011   0.0000

1.51796e-008   6.7285   0.0000

-4.1038e-007  -1.7373   0.0825

3.87484e-007   3.2793   0.0011

5.78507e-009   7.2529   0.0000
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Figure 5-7 Final Results for the Monomial Basis Representation Model with k =2.  

he results for the basis representation method are not reliable with the use of a 

onomial basis with k = 2. A severe multicollinearity problem is present and for that 

ason, the inferences that can be drawn for the model are not correct. It is not 

ppropriate to use this model to describe the region under study. In general, the monomial 

asis is not a good one to analyze the range of frequencies selected in this experiment.  In 

e next section, a Fourier Basis is used to analyze the experiment under study.  
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5.3.2.2 Fourier Basis 

As a second option a Fourier basis it is going to be used in order to analyze the 

experiment nder study. The e sion of terms selected was k = 2 and the general 

model has the form shown in Equation 5.3 

cos(
sin(
cos(

)sin(
)(

642144334211404

63214333311303

62214233211202

61214133111101

60250330220100

LBLBTBTBB
LBLBLBTBBTBB

tLBLBTBTBB
tLBLBTBBTBB

LBLBBTBTBBBty

s

s

s

s

s

ω
ω

++++++
++++++
++++++

++++++
++

 u xpan

( )
( )
( )
( ) )2 tω

)2 tω +
) +

54LB24B
532T23

T

52LB222TB
51LB221

14010

T
LT

+
+++++=

 (5.3) 

Table 5-7 es the terms in Eq n 5.3 with the Mat output 
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T

Terms Coefficient 
Represented 

Basis Term 

able 5-7 Relation between the Matlab’s output column “Term” and the coefficients of Equation 5.3 

Related Factor 

0 B00 1 1 
1 B10 T1 1 
2 B20 T2 1 
3 B30 T3 1 
4 B40 L1 1 
5 B50 L2 1 
6 B60 Ls 1 
7 B01 1 sin(wt) 
8 B11 T1 sin(wt) 
9 B21 T2 sin(wt) 
10 B31 T3 sin(wt) 
11 B41 L1 sin(wt) 
12 B51 L2 sin(wt) 
13 B61 Ls sin(wt) 
14 B02 1 cos(wt) 
15 B12 T1 cos(wt) 
16 B22 T2 cos(wt) 
17 B32 T3 cos(wt) 
18 B42 L1 cos(wt) 
19 B52 L2 cos(wt) 
20 B62 Ls cos(wt) 
21 B03 1 sin(2wt) 
22 B13 T1 sin(2wt) 
23 B23 T2 sin(2wt) 
24 B33 T3 sin(2wt) 
25 B43 L1 sin(2wt) 
26 B53 L2 sin(2wt) 
27 B63 Ls sin(2wt) 
28 B04 1 cos(2wt) 
29 B14 T1 cos(2wt) 
30 B24 T2 cos(2wt) 
31 B34 T3 cos(2wt) 
32 B44 L1 cos(2wt) 
33 B54 L2 cos(2wt) 
34 B64 Ls cos(2wt) 

 

The initial output for this model as follows.  
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Table 5-8 Initial results for the applied case using the basis representation method with a Fourier 
Basis (K = 2)   

 
%--------------------------------------------------------------------------% 

Type of Basis:   fourier 
Number of basis functions or knots if the basis is a Cubic Spline:   2 

 0    1.5012 
   1.5012 

5012 

91    0.1010   -0.4864    0.6267    1.0002 

                      Analysis of Variance 
%--------------------------------------------------------------------------% 
Source            DF          SS          MS            F         P 
Regression        34     32487.8485     955.525     87.1239     0 
Residual Error   2141     23481.2541     10.9674 
Total            2175     55969.1026 
%--------------------------------------------------------------------------%  

  Results for the Analysis of Variance for the Basis Representation Model  
%--------------------------------------------------------------------------% 

%--------------------------------------------------------------------------% 
                      Coefficients and Variance Inflation Factors 
%--------------------------------------------------------------------------% 
   Term    Intercept     SE Coef   T-test  P-value 
    0       -10.625     0.14205   -74.799        0 
  

ue   VIF    Term    Coefficients  SE Coef   T-test  P-val
       1.0000    6.9295    0.2009   34.4951     

    2.0000    8.1937    0.2009   40.7881         0 
    3.0000    2.9021    0.2009   14.4464         0    1.
    4.0000    1.7321    0.0710   24.3883         0    1.0008 
    5.0000   -0.1711    0.0710   -2.4093    0.0161    1.0008 
    6.0000   -0.5764    0.0710   -8.1153    0.0000    1.0008 
    7.0000    1.0962    0.2013    5.4461    0.0000    4.0019 
    8.0000   -1.8493    0.2846   -6.4969    0.0000    2.0012 
    9.0000   -1.1199    0.2846   -3.9343    0.0001    2.0012 
   10.0000   -1.3876    0.2846   -4.8749    0.0000    2.0012 
   11.0000   -0.1000    0.1006   -0.9933    0.3207    1.0006 
   12.0000   -0.4431    0.1006   -4.4025    0.0000    1.0006 
   13.0000    0.2775    0.1006    2.7572    0.0059    1.0006 
   14.0000    1.0479    0.2005    5.2266    0.0000    4.0028 
   15.0000   -1.9657    0.2835   -6.9326    0.0000    2.0018 
   16.0000   -1.5098    0.2835   -5.3249    0.0000    2.0018 
   17.0000   -0.8698    0.2835   -3.0678    0.0022    2.0018 
   18.0000   -0.4797    0.1002   -4.7855    0.0000    1.0010 
   19.0000   -0.3354    0.1002   -3.3454    0.0008    1.0010 
   20.0000    0.1634    0.1002    1.6303    0.1032    1.0010 
   21.0000   -0.2485    0.1997   -1.2443    0.2135    4.0032 
   22.0000    0.1580    0.2824    0.5596    0.5758    2.0022 
   23.0000    0.3145    0.2824    1.1139    0.2655    2.0022 
   24.0000   -0.0257    0.2824   -0.0910    0.9275    2.0022 
   25.0000    0.0502    0.0998    0.5025    0.6154    1.0012 
   26.0000   -0.0362    0.0998   -0.3623    0.7172    1.0012 
   27.0000   -0.0258    0.0998   -0.2582    0.7963    1.0012 
   28.0000    0.7567    0.2021    3.7446    0.0002    4.0005 

  0.0000    2.0003    29.0000   -1.3524    0.2858   -4.7323  
   30.0000   -0.9047    0.2858   -3.1657    0.0016    2.0003 

443    0.2858   -3.6540    0.0003    2.0003    31.0000   -1.0
.04   32.0000   -0

   33.0000   -0.3559    0.1010   -3.5227    0.0004    1.0002 
  0.1636    1.0002    34.0000    0.1408    0.1010    1.3934  

 
-------% %-------------------------------------------------------------------

                      R^2 and Adjusted R^2 
--------------------------% %------------------------------------------------

   R^2,    R^2(adj) 
 0.58046  0.5738 
%--------------------------------------------------------------------------% 
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The stepwise procedure was implemented in order to improve the model. The final output 

and the stepwise procedure graphs are shown in the next.  

Table 5-9 Stepwise procedure results for the applied case using the basis representation method with 
a Fourier Basis (K = 2)    

   15.0000   -1.5093    0.2459   -6.1389    0.0000    1.5007 
   16.0000   -1.0726    0.2459   -4.3629    0.0000    1.5007 
   18.0000   -0.4775    0.1004   -4.7585    0.0000    1.0003 
   19.

.6626    0.0003    2.0001 

                     R^2 and Adjusted R^2 

  R^2,    R^2(adj) 

-----------------------------------------------------------------------------% 

-----------------------------------------------------------------------------% 

egression        22     32280.6522     1467.3024     133.36     0 

otal            2175     55969.1758 

 
%-----------------------------------------------------------------------------% 
    Results for the Analysis of Variance for the Basis Representation Model  
%-----------------------------------------------------------------------------% 
                      Coefficients and Variance Inflation Factors 
%-----------------------------------------------------------------------------% 
Term    Intercept    SE Coef   T-test    P-value 
    0     -10.6173      0.14224   -74.644   0 
  
   Term    Coefficients  SE Coef   T-test  P-value   VIF 
    1.0000    6.9236    0.2012   34.4180         0    1.5006 
    2.0000    8.1853    0.2012   40.6898         0    1.5006 
    3.0000    2.8931    0.2011   14.3834         0    1.5003 
    4.0000    1.7323    0.0711   24.3583         0    1.0003 
    5.0000   -0.1703    0.0711   -2.3951    0.0167    1.0005 
    6.0000   -0.5736    0.0711   -8.0665    0.0000    1.0001 
    7.0000    1.1084    0.2016    5.4980    0.0000    4.0005 
    8.0000   -1.8821    0.2851   -6.6015    0.0000    2.0006 
    9.0000   -1.1408    0.2851   -4.0012    0.0001    2.0006 
   10.0000   -1.3945    0.2851   -4.8916    0.0000    2.0003 
   12.0000   -0.4507    0.1008   -4.4708    0.0000    1.0004 
   13.0000    0.2775    0.1008    2.7534    0.0059    1.0001 
   14.0000    0.6100    0.1419    4.2974    0.0000    2.0005 

0000   -0.3249    0.1004   -3.2367    0.0012    1.0006 
   28.0000    0.7715    0.2023    3.8130    0.0001    4.0002 
   29.0000   -1.3618    0.2861   -4.7593    0.0000    2.0002 
   30.0000   -0.9227    0.2861   -3.2246    0.0013    2.0002 
   31.0000   -1.0480    0.2861   -3
   33.0000   -0.3536    0.1012   -3.4951    0.0005    1.0001 
 
%-----------------------------------------------------------------------------% 
 
%-----------------------------------------------------------------------------% 
 
 0.57676  0.57243 
%
                      Analysis of Variance 
%
Source            DF          SS          MS            F         P 
R
Residual Error   2153     23688.5236      11.0026 
T
%-----------------------------------------------------------------------------% 
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Figur 8 Final Re s for the Fourier B esentati odel with k 

 

The final model obtained is not good at all, but at least it is able to describe 
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e 5- sult asis Repr on M =2.  

imately the 60% of the variability of the data. The most relevant terms of this 

model are summarized in Table 5-10.  
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Table 5-10 Results Summary for Fourier Basis Representation for the Applied Case 

Terms Coefficient 
Represented 

Value Related 
Factor 

Basis Term 

1 B10 6.9223 T1 1 
2 B20 8.1844 T2 1 
3 B30 2.8924 T3 1 
4 B40 1.7321 L1 1 
5 B50 -0.1706 L2 1 
6 B60 -0.576 Ls 1 
7 B01 1.0883 1 sin(wt) 
8 B11 -1.8406 T1 sin(wt) 
9 B21 -1.1086 T2 sin(wt) 

10 B31 -1.3759 T3 sin(wt) 
12 B51 -0.4436 L2 sin(wt) 
13 B61 0.2771 Ls sin(wt) 
14 B02 0.6157 1 cos(wt) 
15 B12 -1.5345 T1 cos(wt) 
16 B -1.0821 T2 cos(wt) 22

18 B42 -0.4798 L1 cos(wt) 
19 B52 -0.3346 L2 cos(wt) 
28 B04 0.7603 1 cos(2wt) 
29 B14 -1.3564 T1 cos(2wt) 
30 B24 -0.9099 T2 cos(2wt) 
31 B34 -1.0496 T3 cos(2wt) 
33 B54 -0.3557 L2 cos(2wt) 

 

The terms presented in the table shows that the most relevant factors in the 

experiment are T1, T2, T3, and L1. These factors are the same factors considered as 

relevant by the Piece-Wise approach. As mentioned before the factor Ls is completely 

non-relevant to the experiment. Most of the terms that include Ls were eliminated by the 

stepwise procedure. The plots that correspond to the residuals, estimated response are 

presented in the next figures.  
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Figure 5-9 Responses for the Basis Represe odel with a Fourier Basis for the Applied 
Case Study.  
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Figure 5-9 Responses for the Basis Represe odel with a Fourier Basis for the Applied 
Case Study.  
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Figure 5-10 Estimated responses for the Basis Representation Final Model with a Fourier Basis for 

the Applied Case Study.  
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Figure 5-11 Residuals for the resentati al Model Basis for the Applied 
Cas udy.  

 

ure 5-10 ossible to bserve the lack of fit of the mo  

lected basis is unable to fit the local features of some of the responses. The metrics for 

this pro

the Basis Representation Method using a Fourier   
Basis with k=2 

Total SSE Total Number of 

Parameters 

Total Number of 

Data Points 

Pseudo MSE 

 Basis Rep on Fin
e St

 with a Fourier 

From Fig it is p  o dels. The

se

cedure are summarized in the following table 

Table 5-11 Metrics for the Applied Case Using 

23617.8 26 2176 10.985 
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5.3.2.3 Piece-Wise Method without the Continuity Constraint 

thods, the Piece-Wise method 

is app

main reason for this is the poor performance of the monomial basis and the cubic spline 

in the previous method. Due the high computational effort of the knots search procedure 

the quantities of knots tested were 1, 2, and 3. Table 5-12 shows the results of the search 

procedure.  

Table 5-12 Knots Search for the Piece-Wise method for the applied case study 

Fourier Basis K=2    

Number of knots 
Objective 
function optimal knots 

In order to complete the comparison among the me

lied for this applied case study. Only the Fourier basis it is going to be used. The 

3 23066 10 22 35 
2 23085 14 31 * 
1 23142 24 * * 

Minimal 23066    
 

The selected knots were 10, 22, and 35. The general model in each region is 

exactly the same model presented as Equation 5.3. Figure 5-12 presents the four regions 

delimited by the knots search.  

 
 

Figure 5-12 Plots for all the regions delimited before using the Piece-Wise procedure for the applied 
case study with a Fourier basis  

 

The next sections show the results for this procedure in detail. As done in the 

previous chapter the initial model, stepwise procedure and the final model are presented 

per each region.  
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5.3.2.3.1 Results for Region #1 

Table 5-13 corresponds to the initial model is shown next. 

Table 5-13 Initial Output for the Piece-Wise Method using a Fourier basis for region #1 
%-----------------------------------------------------------------------------% 
Results for the Analysis of Variance for the Basis Representation Model  
for the region  #1 
%-----------------------------------------------------------------------------% 
Type of Basis:   fourier 
Number of basis functions or knots if the basis is a Cubic Spline:   2 
%----------------------------------------------------------------------

nflation Factors 
----------------------
lue      VIF 
       0            0 
204e-016       1.5476 
       0       1.5476 
0.018062       1.5476 
088e-014       1.0317 
818e-012       1.0317 

-------% 
                      Coefficients and Variance I
%------------------------------------------------ -------% 
   Terms   Coefficients  SE Coef   T-test   P-va
    0      -8.8963      0.26472      -33.606     
    1       3.2922      0.37437       8.7939  2.2
    2        5.746      0.37437       15.348     
    3      0.89029      0.37437       2.3781     
    4         1.08      0.13236       8.1595   1.
    5      -0.9667      0.13236      -7.3035   2.
    6     -0.29931      0.13236      -2.2613     0.024493       1.0317 
    7     0.012943      0.35969     0.035984      0.97132       4.1143 
    8   -0.0038653      0.50867   -0.0075988      0.99394       2.0857 
    9   -0.0068824      0.50867     -0.01353      0.98921       2.0857 
   10    -0.015631      0.50867    -0.030728      0.97551       2.0857 
   11    0.0015116      0.17984     0.008405       0.9933       1.0476 
   12    0.0031899      0.17984     0.017737      0.98586       1.0476 
   13    0.0024999      0.17984       0.0139      0.98892       1.0476 
   14      0.14078       0.3885      0.36237      0.71735            4 
   15     -0.41488      0.54943     -0.75511       0.4508            2 
   16     -0.28839      0.54943     -0.52489      0.60007            2 
   17      -0.1692      0.54943     -0.30796      0.75834            2 
   18    -0.089061      0.19425     -0.45848      0.64696            1 
   19    -0.097349      0.19425     -0.50114      0.61666            1 

   22      0.17901      0.54943      0.32581       0.7448            2 
   23      0.12407      0.54943      0.22582       0.8215            2 

   26     0.042464      0.19425       0.2186      0.82712            1 
   27   0.00034518      0.19425     0.001777      0.99858            1 
   28    0.0044164      0.35969     0.012278      0.99021       4.1143 
   29   -0.0021857      0.50868   -0.0042968      0.99657       2.0857 
   30   -0.0028494      0.50868   -0.0056017      0.99553       2.0857 
   31   -0.0053194      0.50868    -0.010457      0.99166       2.0857 
   32   0.00032012      0.17984      0.00178      0.99858       1.0476 
   33   0.00083329      0.17984    0.0046334      0.99631       1.0476 
   34   0.00078824      0.17984    0.0043829      0.99651       1.0476 
%-----------------------------------------------------------------------------% 
                      R^2 and Adjusted R^2 
%-----------------------------------------------------------------------------% 
   R^2,    R^2(adj) 
 0.5986  0.55072 
%-----------------------------------------------------------------------------% 
                      Analysis of Variance 
%-----------------------------------------------------------------------------% 
Source            DF          SS          MS            F      P 
Regression        34     2309.4382     67.9247     12.5006     0 
Residual Error   285     1548.6063      5.4337 
Total            319     3858.0445 
%-----------------------------------------------------------------------------% 

  

   20  -0.00076938      0.19425   -0.0039607      0.99684            1 
   21    -0.060006       0.3885     -0.15445      0.87736            4 

   24     0.072177      0.54943      0.13137      0.89558            2 
   25     0.038809      0.19425      0.19979      0.84179            1 
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The obtained model has many non-relevant terms. The stepwise procedure was 

executed in order to simplify the model and eliminate the terms that are not contributing 

to the model. 
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Figure 5-13 Stepwise Plots for the Region #1 of the Applied Case Study Using A Fourier basis (K=2)  

  

The final model obtained after the stepwise procedure it is shown in Table 5-14. 
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Table 5-14 Final Output for the Piece-Wise Method using a Fourier basis for region #1 
%-----------------------------------------------------------------------------% 

epresentation Model  
----------------------% 

                      Coefficients and Variance Inflation Factors 
%-----------------------------------------------------------------------------% 
Term    Intercept    SE Coef   T-test    P-value 
    0     -8.8979      0.24933   -35.6873   0 
  
   Term    Coefficients  SE Coef      T-test     P-value           VIF 
    1       3.2925      0.35261       9.3376            0          1.5 
    2       5.7468      0.35261       16.298            0          1.5 
    3      0.89227      0.35261       2.5305      0.01188          1.5 
    4       1.0798      0.12467       8.6612  2.2204e-016            1 
    5     -0.96717      0.12467      -7.7581  1.2279e-013            1 
    6     -0.29964      0.12467      -2.4036     0.016818            1 
 
%-----------------------------------------------------------------------------% 
                      R^2 and Adjusted R^2 
%-----------------------------------------------------------------------------% 
   R^2,    R^2(adj) 
 0.59652  0.58879 
%-----------------------------------------------------------------------------% 
                      Analysis of Variance 
%-----------------------------------------------------------------------------% 
Source            DF          SS          MS          F       P 
Regression        6     2301.4111     383.5685     77.126     0 
Residual Error   313     1556.6334      4.9733 
Total            319     3858.0445 
%-----------------------------------------------------------------------------% 

 

After the stepwise procedure all the terms that stayed in the model, are terms that 

do not are multiplied by a sine or cosine term. Of those terms, the less relevant is the term 

that correspond to the factor Ls. The factors L1, L2 and the combinations of W and εr 

have a considerable relevance in this model as shown in Table 5-15. The model is not 

very good. Only explains around a 60% of the total variability of the data, but most of 

their terms are relevant. The next section shows the results for the next region.  

Table 5-15 Results Summary for Region #1 

Terms Coefficient 
Represented 

Value Related 
Factor 

Basis Term 

    Results for the Analysis of Variance for the Basis R
%-------------------------------------------------------

0 B00 -8.8973 1 1 
1 B10 3.2925 T1 1 
2 B20 5.7468 T2 1 
3 B30 0.8923 T3 1 
4 B40 1.0798 L1 1 
5 B50 -0.9672 L2 1 
6 B60 -0.2996 Ls 1 
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5.3.2.3

Table 5-16 Initial Output for the Piece-Wise Method using a Fourier basis for region #2 

.2 Results for Region #2 

Table 5-16 presents the initial model obtained for this region.  

 
%----------------------------------------------------------------------------------% 
Results for the Analysis of Variance for the Basis Representation Model  
for the region  #2 
%----------------------------------------------------------------------------------% 
Type of Basis:   fourier 
Number of basis functions or knots if the basis is a Cubic Spline:   2 

-----------------------
n Factors 
-----------------------
  P-value         VIF 
       0            0 
       0       1.5341 
       0       1.5341 
761e-007       1.5341 
       0       1.0227 

%--------------------------------------------------- --------% 
           Coefficients and Variance Inflatio

%--------------------------------------------------- --------% 
    Terms   Coefficients   SE Coef       T-test     

0      -9.5316      0.22526      -42.313     
1        4.897      0.31857       15.372     
2       6.8848      0.31857       21.612     
3       1.6482      0.31857       5.1738  3.8
4       1.4254      0.11263       12.655     
5     -0.60844      0.11263      -5.4021  1.2216e-007       1.0227 
6     -0.33045      0.11263      -2.9339    0.0035689       1.0227 
7      0.18672       0.3254      0.57381      0.56647       4.0266 
8     -0.43232      0.46018     -0.93945      0.34815       2.0172 
9     -0.30946      0.46018     -0.67246      0.50173       2.0172 

      10     -0.22049      0.46018     -0.47915      0.63213       2.0172 
      11    -0.095537       0.1627      -0.5872      0.55745       1.0092 
      12    -0.094815       0.1627     -0.58276      0.56043       1.0092 
      13     0.016254       0.1627     0.099904      0.92048       1.0092 
      14    -0.084179      0.31159     -0.27016       0.7872       4.0808 
      15      0.18479      0.44065      0.41936      0.67521       2.0572 
      16      0.13143      0.44065      0.29826      0.76569       2.0572 
      17     0.096099      0.44065      0.21808      0.82749       2.0572 
      18     0.043491      0.15579      0.27916      0.78029       1.0314 
      19     0.040125      0.15579      0.25755       0.7969       1.0314 

      22     -0.14238      0.44819     -0.31768      0.75092       2.0464 
032       2.0464 

8723       2.0464 
8437       1.0252 

      26    -0.031201      0.15846      -0.1969      0.84402       1.0252 
      27    0.0049886      0.15846     0.031482       0.9749       1.0252 
      28    -0.070607      0.32021      -0.2205      0.82561       4.0555 
      29      0.16057      0.45284      0.35457      0.72312       2.0369 
      30      0.11457      0.45284        0.253      0.80042       2.0369 
      31     0.082108      0.45284      0.18132      0.85622       2.0369 
      32     0.036335       0.1601      0.22695       0.8206         1.02 
      33     0.034946       0.1601      0.21827      0.82735         1.02 
      34   -0.0073094       0.1601    -0.045654      0.96361         1.02 

 
%----------------------------------------------------------------------------------% 

                      R^2 and Adjusted R^2 
%----------------------------------------------------------------------------------% 

   R^2,    R^2(adj) 
 0.69342  0.66355 

%----------------------------------------------------------------------------------% 
                      Analysis of Variance 

%----------------------------------------------------------------------------------% 
Source            DF          SS          MS            F       P 
Regression        34     3759.7825     110.5818     23.2164     0 
Residual Error   349     1662.3155      4.7631 
Total            383     5422.0981 

%----------------------------------------------------------------------------------% 
 

      20    -0.011005      0.15579    -0.070637      0.94373       1.0314 
      21     0.060941      0.31692      0.19229      0.84762       4.0685 

      23     -0.10187      0.44819      -0.2273      0.82
      24    -0.072093      0.44819     -0.16085       0.
      25    -0.031265      0.15846     -0.19731       0.
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There is a lot of term that are not contributing to the model. The stepwise 

procedure is executed in order to eliminate those terms and simplify the model. The plots 

that correspond to the procedure are shown next. 
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Figure 5-  Stepwise Pl  #2 of th St  A Fourier basis (K=2)  
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Table 5-17 Final Output for the Piece-Wise Method using a Fourier basis for region #2 

tation Model  
----------------%

      
%---- ---%
Term    Intercept    SE Coef   T-test    P-value 
    0     -9.5315      0.21506   -44.3193   0 
  
   Term    Coefficients  SE Coef     T-test       P-value     VIF 
    1       4.8956      0.30415       16.096            0     1.5 
    2       6.8838      0.30415       22.633            0     1.5 
    3       1.6477      0.30415       5.4175  1.0798e-007     1.5 
    4       1.4253      0.10753       13.255            0     1 
    5     -0.60879      0.10753      -5.6615  2.9772e-008     1 
    6     -0.33079      0.10753      -3.0762    0.0022493     1 
 
%-----------------------------------------------------------------------------%
                      R^2 and Adjusted R^2 
%-----------------------------------------------------------------------------%
   R^2,    R^2(adj) 
 0.69127  0.68636 
%-----------------------------------------------------------------------------%
                      Analysis of Variance 
%-----------------------------------------------------------------------------%
Source            DF        SS            MS            F       P 
Regression        6     3748.1381     624.6897     140.6892     0 
Residual Error   377    1673.96        4.4402 
Total            383    5422.0981 
%-----------------------------------------------------------------------------%

%-----------------------------------------------------------------------------%
    Results for the Analysis of Variance for the Basis Represen
%-------------------------------------------------------------

                Coefficients and Variance Inflation Factors 
----------------------------------------------------------------------

 
Table 5-18 Results Summary for Region #2 

Terms Coefficient 
Represented 

Value Related 
Factor 

Basis Term 

0 B00 -9.5315 1 1 
1 B10 4.8956 T1 1 
2 B20 6.8838 T2 1 
3 B30 1.6477 T3 1 
4 B40 1.4253 L1 1 
5 B50 -0.6088 L2 1 
6 B60 -0.3308 Ls 1 

 

The same terms selected by this procedure in the previous region were selected 

for this one. Those terms are the terms that relate W and εr, and the terms that correspond 

to L1 and L2. There is a term that corresponds to Ls but it has the lowest magnitude 

among the other coefficients. This model is better than the previous one in terms of the 

adjusted determination coefficient, which is close to a 70%.  The execution of the Piece-

Wise method on region #3 is shown in the next section.  
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5.3.2.3

Table 5-19 Initial Output for the Piece-Wise Method using a Fourier basis for region #3 

.3 Results for Region #3 

Table 5-19 corresponds to the initial model obtained for this region.  

%----------------------------------------------------------------------------------% 
Results for the Analysis of Variance for the Basis Representation Model for  
the region  #3 
%---------------------------------------------------------------------------------% 
Type of Basis:   fourier 
Number of basis functions or knots if the basis is a Cubic Spline:   2 
%----------------------------------------------------------------------------------% 

             Coefficients and Variance Inflation Factors 
----------------------
      P-value         V
            0          
            0       1.5
            0       1.5
  1.1869e-011       1.5
            0       1.0
     0.019746       1.0

0.00038498       1.0

%--------------------------------------------------- ---------% 
   Terms   Coefficients  SE Coef   T-test   IF 
    0      -10.256      0.24538      -41.796   0 
    1        6.472      0.34702        18.65 294 
    2       7.9918      0.34702        23.03 294 
    3       2.4279      0.34702       6.9965 294 
    4       1.8058      0.12269       14.719 196 
    5     -0.28722      0.12269       -2.341 196 
    6     -0.43949      0.12269      -3.5821   196 
    7     -0.16884      0.34988     -0.48256      0.62969       4.0435 
    8      0.33825       0.4948      0.68361      0.49463       2.0285 
    9      0.23096       0.4948      0.46677      0.64093       2.0285 
   10      0.15069       0.4948      0.30455      0.76088       2.0285 
   11     0.089698      0.17494      0.51274      0.60843       1.0154 
   12     0.057168      0.17494      0.32679      0.74401       1.0154 
   13    -0.037958      0.17494     -0.21698      0.82834       1.0154 
   14     -0.12594      0.34414     -0.36594      0.71461       4.0626 
   15      0.26777      0.48669      0.55018      0.58252       2.0426 
   16       0.1856      0.48669      0.38136      0.70315       2.0426 
   17      0.12941      0.48669      0.26591      0.79045       2.0426 
   18      0.06832      0.17207      0.39704      0.69156       1.0232 
   19     0.051957      0.17207      0.30195      0.76285       1.0232 
   20    -0.023156      0.17207     -0.13457      0.89302       1.0232 

   23    -0.034725      0.47739     -0.07274      0.94205        2.052 
   24    -0.021411      0.47739    -0.044851      0.96425        2.052 

.93461       1.0286 

.96368       1.0286 
   27    0.0067976      0.16878     0.040274       0.9679       1.0286 
   28     0.095049      0.35623      0.26682      0.78975       4.0098 
   29     -0.19475      0.50378     -0.38658      0.69928       2.0062 
   30     -0.13408      0.50378     -0.26615      0.79027       2.0062 
   31    -0.090036      0.50378     -0.17872      0.85825       2.0062 
   32    -0.050499      0.17811     -0.28352      0.77693       1.0033 
   33    -0.035083      0.17811     -0.19697      0.84396       1.0033 
   34     0.019556      0.17811      0.10979      0.91263       1.0033 
 

%----------------------------------------------------------------------------------% 
                      R^2 and Adjusted R^2 

%----------------------------------------------------------------------------------% 
   R^2,    R^2(adj) 
 0.70805  0.68199 

%----------------------------------------------------------------------------------% 
                      Analysis of Variance 

%----------------------------------------------------------------------------------% 
Source            DF          SS          MS            F       P 
Regression        34     5674.8544     166.9075     27.1766     0 
Residual Error   381     2339.9442      6.1416 
Total            415     8014.7985 

%----------------------------------------------------------------------------------% 
 

   21      0.02703      0.33756     0.080074      0.93622        4.072 
   22    -0.051285      0.47739     -0.10743       0.9145        2.052 

   25    -0.013858      0.16878    -0.082105      0
   26   -0.0076899      0.16878    -0.045561      0

 



 119

Once again, the model has a good quantity of terms that are not contributing to the 

model. The stepwise procedure once again provides a new simplified model. The plots 

that correspond to this procedure are shown in Figure 5-15.  
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Figure 5-15 Stepwise Plots for the Region #3 of the Applied Case Study Using A Fourier basis (K=2)  

 
The details for the final model are presented in Table 5-20. 
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Table 5-20 Final Output for the Piece-Wise Method using a Fourier basis for region #3 

%-----------------------------------------------------------------------------%
      Results for the Analysis of Variance for the Basis Representation Model  
%-----------------------------------------------------------------------------%
                
%--------------

      Coefficients and Variance Inflation Factors 
---------------------------------------------------------------%

Term 
    0
  
   Term  Coefficients   SE Coef     T-test        P-value    VIF 
    1       6.4712      0.33245       19.465            0    1.5 
    2       7.9911      0.33245       24.037            0    1.5 
    3       2.4268      0.33245       7.2997  1.5155e-012    1.5 
    4       1.8058      0.11754       15.364            0    1 
    5     -0.28788      0.11754      -2.4492     0.014738    1 
    6     -0.43995      0.11754       -3.743   0.00020787    1 
 
%-----------------------------------------------------------------------------%
                      R^2 and Adjusted R^2 
%-----------------------------------------------------------------------------%
   R^2,    R^2(adj) 
 0.70671  0.70241 
%-----------------------------------------------------------------------------%
                      Analysis of Variance 
%-----------------------------------------------------------------------------%
Source            DF          SS          MS            F       P 
Regression        6     5664.1254     944.0209     164.2528     0 
Residual Error   409     2350.6731      5.7474 
Total            415     8014.7985 
%-----------------------------------------------------------------------------%

   Intercept    SE Coef   T-test    P-value 
     -10.2561      0.23508   -43.628   0 

 
Once again, the constant terms were selected by the procedure. The model 

explains a 70% of the variability of the data. This is almost equal to the model for region 

#2. The next table presents a summary of these results. The next table summarizes these 

results.  

Table 5-21 Results Summary for Region #3 

Terms Coefficient 
Represented 

Value Related 
Factor 

Basis Term 

0 B00 -10.2561 1 1 
1 B10 6.4712 T1 1 
2 B20 7.9911 T2 1 
3 B30 2.4268 T3 1 
4 B40 1.8058 L1 1 
5 B50 -0.2879 L2 1 
6 B60 -0.4400 Ls 1 

 

The next section presents the results for the region #4, which is the last one.  
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5.3.2.3.4 Results for Region #4 

In the same way as in the previous section the Matlab output for the initial model it is 

presented first.  

Table 5-22 Initial Output for the Piece-Wise Method using a Fourier basis for region #4   

%----------------------------------------------------------------------------------% 
Results for the Analysis of Variance for the Basis Representation Model for  
the region  #4 
%--------------------------------------------------------------------------

 Cubic Spline:   2 
-----------------------
ation Factors 
-----------------------

--------% 
Type of Basis:   fourier 
Number of basis functions or knots if the basis is a
%--------------------------------------------------- --------% 
                      Coefficients and Variance Infl
%--------------------------------------------------- --------% 
   Terms   Coefficients   SE Coef       T-test        P-value       VIF 
       0      -11.709      0.25535      -45.852            0            0 
       1       8.9599      0.36112       24.811            0       1.5052 
       2       9.4994      0.36112       26.305            0       1.5052 
       3       4.1743      0.36112       11.559            0       1.5052 
       4       2.0027      0.12768       15.686            0       1.0035 
       5      0.27792      0.12768       2.1767      0.02973       1.0035 
       6     -0.80924      0.12768      -6.3382  3.4821e-010       1.0035 
       7      -1.0964      0.35937      -3.0509    0.0023407       4.0118 
       8        1.342      0.50822       2.6406    0.0084026       2.0077 
       9       1.1039      0.50822       2.1721     0.030077       2.0077 
      10       1.1733      0.50822       2.3086     0.021167       2.0077 
      11    -0.088834      0.17968      -0.4944      0.62113       1.0042 
      12      0.30719      0.17968       1.7096     0.087636       1.0042 
      13     -0.23103      0.17968      -1.2858      0.19881       1.0042 

      16      0.23196      0.51315      0.45204      0.65133       2.0046 
      17     -0.70884      0.51315      -1.3814      0.16747       2.0046 

.0025 
1.0025 

78905       1.0025 
      21      0.37463      0.35712       1.0491       0.2944       4.0127 
      22     -0.32811      0.50504     -0.64968      0.51605       2.0088 
      23     -0.43287      0.50504      -0.8571      0.39159       2.0088 
      24     -0.26835      0.50504     -0.53135      0.59529       2.0088 
      25      0.03991      0.17856      0.22351      0.82318       1.0048 
      26    -0.045391      0.17856     -0.25421      0.79939       1.0048 
      27      0.07497      0.17856      0.41986      0.67467       1.0048 
      28      0.21428      0.36505        0.587      0.55734       4.0025 
      29    -0.041564      0.51626    -0.080509      0.93585       2.0016 
      30     -0.28299      0.51626     -0.54815      0.58371       2.0016 
      31    -0.010145      0.51626    -0.019651      0.98433       2.0016 
      32     0.020609      0.18253      0.11291      0.91013       1.0009 
      33     0.033339      0.18253      0.18266       0.8551       1.0009 
      34     0.017307      0.18253     0.094817      0.92448       1.0009 
 
%----------------------------------------------------------------------------------% 
                      R^2 and Adjusted R^2 
%----------------------------------------------------------------------------------% 
   R^2,    R^2(adj) 
 0.54666  0.53157 
%----------------------------------------------------------------------------------% 
                      Analysis of Variance 
%----------------------------------------------------------------------------------% 
Source            DF          SS          MS            F         P 
Regression        34     21120.4829     621.1907     36.2113     0 
Residual Error   1021     17514.8358      17.1546 
Total            1055     38635.3188 
%----------------------------------------------------------------------------------%  

      14    -0.035729      0.36285    -0.098469      0.92158       4.0071 
      15     -0.22989      0.51315     -0.44801      0.65424       2.0046 

      18      0.28085      0.18142        1.548      0.12192       1
      19     -0.25225      0.18142      -1.3904      0.16472       
      20     0.048552      0.18142      0.26762      0.
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The following graphs correspond to the stepwise procedure for this region. 
     Coeff.   t-stat    p-val

      8.9552  24.9143   0.0000

     9.48615  26.3915   0.0000

     4.17933  11.6273   0.0000

     2.00072  15.7530   0.0000

    0.273318   2.1520   0.0316

   -0.802471  -6.3184   0.0000

    -1.11085  -3.1067   0.0019

     1.34971   2.6691   0.0077

     1.12538   2.2255   0.0263

     1.16543   2.3047   0.0214

  -0.0824751  -0.4611   0.6448

    0.302736   1.6948   0.0904

   -0.232781  -1.3025   0.1930

   -0.214711  -1.1885   0.2349

   -0.265347  -0.7341   0.4631
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Figure 5-16 Stepwise Plots for the Region #4 of the Applied Case Study Using A Fourier basis (K=2) 

 

The final model details are presented in the Table 5-23 

 

 

 

 

 

 

 

 

 

 

 

 



 123

Table 5-23 Final Output for the Piece-Wise Method using a Fourier basis for region #4 

-----------------------------------------------------------------------------%
                   Analysis of Variance 

%-----
Source  

8 
-------------------------------------------%

%-----------------------------------------------------------------------------%
    Results for the Analysis of Variance for the Basis Representation Model  
%-----------------------------------------------------------------------------%
                      Coefficients and Variance Inflation Factors 
%-----------------------------------------------------------------------------%
Term    Intercept    SE Coef       T-test    P-value 
    0     -11.6996     0.25416     -46.032   0 
  
 Term   Coefficients  SE Coef       T-test      P-value          VIF 
   1       8.9552      0.35944       24.914            0       1.5018 
   2       9.4861      0.35944       26.391            0       1.5018 
   3       4.1793      0.35944       11.627            0       1.5018 
   4       2.0007      0.12701       15.753            0            1 
   5      0.27332      0.12701        2.152     0.031625            1 
   6     -0.80247      0.12701      -6.3184  3.9053e-010            1 
   7      -1.1108      0.35757      -3.1067    0.0019431            4 
   8       1.3497      0.50568       2.6691    0.0077231       2.0018 
   9       1.1254      0.50568       2.2255     0.026262       2.0018 
  10       1.1654      0.50568       2.3047      0.02138       2.0018 
 
%-----------------------------------------------------------------------------%
                      R^2 and Adjusted R^2 
%-----------------------------------------------------------------------------%
   R^2,    R^2(adj) 
 0.53927  0.53487 
%
   

------------------------------------------------------------------------%
          DF          SS          MS            F         P 

Regression        10     20835.036     2083.5036     122.3161     0 
Residual Error   1045     17800.2828      17.0338 
Total            1055     38635.318
%----------------------------------  
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Figure 5-17 Response Functions for Region #4 

 

For the behavior of the response functions in this region, the adjusted 

determination coefficient is close to a 50%. Table 5-24 summarizes the terms that were 

considered as relevant by this model.  

Table 5-24 Results Summary for Region #4 

Terms Coefficient 
Represented 

Value Related Factor Basis Term 

0 B00 -11.6996 1 1 
1 B10 8.9552 T1 1 
2 B20 9.4861 T2 1 
3 B30 4.1793 T3 1 
4 B40 1.9987 L1 1 
5 B50 0.2807 L2 1 
6 B60 -0.8025 Ls 1 
7 B01 -1.1108 1 sin(wt) 
8 B11 1.3497 T1 sin(wt) 
9 B21 1.1254 T2 sin(wt) 
10 B31 1.1654 T3 sin(wt) 
 

This model considered the same factors that were pointed out as relevant in the 

previous regions. However, due the low determination coefficient this results are not 
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reliable. In general, this procedure worked out in the same way than the basis 

representation model. The next section presents a summary of the results obtained using 

the Piece-Wise method.  

5.3.2.4 Results Summary for the Piece-Wise Method without the Continuity 

Constraints  

The Piece-Wise method was performed in order to analyze this applied case 

study. The next table shows a summary of the results obtained.  

Table 5-25 Summary of the Piece-Wise Method for the Applied Case Study 

Fourier Basis 
Number of 

Terms SSE 
Number of Data 

Points 
Adjusted 

R^2 
Region 1 7 4.9733 320 0.58879 
Region 2 7 4.4402 384 0.68636 
Region 3 7 5.7474 416 0.70241 
Region 4 11 17.0338 1056 0.53487 

Pseudo-MSE 10.90628925    
 

 All the models contained almost the same quantity of terms for all the regions. 

The only exception was the model for the region #4. The adjusted determination 

coefficients obtained were relatively low. In general, in all the regions the terms T1, T2, 

T3, L1 and L2 were considered as the most relevant ones. The next section is a 

comparison of the three methods under for the case that corresponds to this chapter.  

 

5.3.3 Piece-Wise Method with the Continuity Constraints 

As done with the theoretical case study the procedure used to force the curves from two 

adjacent regions to be joined at the knot was applied to this case. In this case, 31 indicator 

variables were incorporated to the model. The consequences of the high number of 

variables added to the model were dramatic. The effects on the design matrix were fatal. 

The variance-covariance matrices are completely ill-conditioned. For that reasons the 

obtained models are completely useless to analyze or infer with respect the factors of this 
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experiment. For the reasons previously mentioned the results for this part of the piece-

wise method are not presented.   

5.4 Comparison of Results for the Three Methods for the Applied Case 

Study 

The three methods were utilized to analyze the experiment. The pseudo-MSE it is 

used as a metric of comparison for the methods. The next table shows the pseudo-MSE 

for the three methods.  

Table 5-26 Pseudo-MSE Table for all the methods applied for the applied case study 

Method Basis Used Total 
SSE 

Total Number of 
Parameters 

Total 
Number 
of Data 
Points 

Pseudo 
MSE 

Point-Wise N/A 22985.9 476 2176 13.521 
Basis 

Representation 
Fourier 23617.8 26 2176 10.985 

Piece-Wise 
without 

Continuity 
Constraints 

Fourier 23328.55 37 2176 10.9063

 

The Point-Wise method provides the lowest total SSE but total of number of 

parameters was so high that the pseudo-MSE became the highest one among the methods. 

The basis representation method and the Piece-Wise procedure worked out almost in the 

same way. The three methods considered εr, W, L1, and L2 as the most relevant parameters 

for the design of a rectangular slot ring antenna considering as a measure of interest the 

reflection coefficient. The next chapter presents the conclusions and future work for the 

whole research.  
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6 Computer Applications 

6.1 Introduction 

One of the objectives of this research is the development of a series of tools to ease 

the implementation of the concepts developed and presented on the previous chapters in 

the industry. The following sections describe the applications developed for each of the 

methods developed in this study.  

6.2 Point-Wise Method GUI 

In order to ease the use of these tools, graphical user interfaces were created. For 

each method, a Matlab GUI was created. Figure 6-1 shows the GUI for the Point-Wise 

method. This GUI provides to the user with all the plots in order to complete the desired 

analysis. In addition, the “pseudo MSE” is included in the final output of this form. The 

next page shows the MS Front Page document created to be used as the help for this 

application. The user only needs to press the “help” button of the application and the html 

document appears as part of the Matlab help.  

 

 

Figure 6-1 Snapshot of the Point-Wise Method user form 
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6.2.1 Point-Wise Method GUI Help 

In order to use the Piece-Wise procedure you need to complete the following series of 

steps 

• Press the "Design Matrix File" button- Select the text file with the design matrix  

• Press the "Response Functions File" button- Select the text file with the responses  

• Press the "Signal Factor Levels File" button- Select the text file with the 

responses  

• In addition to the files that must be uploaded, a probability must be entered in the 

edit box provided.   

• The "OK" button must be pressed in order to execute the procedure  

Note: Each row of the response functions file must correspond to the row of the design 

matrix, otherwise errors can occur in the analysis.  

The following figure shows a snapshot of the GUI for the Piece-Wise procedure 

 

Figure 6-2 Snapshot of the user form for the Point-Wise method presented in the help file of the 
application 

The popup menu has the options required. The user has to select the graphs in order 

to see them in the axes. In addition, the grid can be added to the graphs if is desired.  
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6.3 Basis Representation Method GUI 

For the Basis Representation Method also a graphical user interface was created. 

This is quite different with respect the previous one. This GUI has three main sections. 

The first section, which is located at the left side of the GUI, is the input parameter 

section. In this section, the user loads the files with the data. After loading the files, the 

user has to select the type of basis that is going to be used and the number of basis that 

are desired. If the basis is a Cubic Spline the user has to enter the desired knots for the 

spline. The second section of this application is the results section, which is right in the 

center of the application. All the results for the method are presented in this section, 

including the results after the stepwise procedure. The last section of the GUI includes 

the controls to initialize the stepwise procedure, the outputs for the “pseudo MSE” and 

the help button. In the next page the html document for the help it is presented 

 

 

Figure 6-3 Snapshot of the Basis Representation Method user form 
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6.3.1 Basis Representation Model GUI Help 

The design matrix must include the column for the intercept estimation. This 

column of ones must be the first one in the design matrix. The number of rows of the 

design matrix and the responses matrix must be the same. In addition, the number of 

columns of the responses matrix and the length of the signal factor vector must be equal. 

Otherwise, error messages will appear indicating the errors.  

In order to use the GUI for the Basis Representation Model it is required to follow the 

next sequence of steps. 

• Load the file for the design matrix (x)  

• Load the file for the responses matrix (y)  

• Load the file for the signal factor levels (t)  

• Select the type of basis to be used  

            (i) If the basis is a monomial, or Fourier basis fill the "knots" edit text with a zero. 

(ii) If the basis is a Cubic Spline fill the "Number of Basis Functions" edit text 

with a zero 

• The knots have to be enclosed using brackets ([ ]) and each element must be 

separated using spaces or commas. The knots selected must be equal to some 

levels of the signal factor vector.   

• Press the "Calculate" Button to execute.  

Note: If you select decide to select other type of basis unselect the previous one. 

Figure 6-4 the GUI for the basis Representation Method in detail. 

 



 131

 

Figure 6-4 Snapshot of the Basis Representation user form used in the help file of the application 

 

To use the stepwise procedure of this application it is necessary to complete the following 

steps 

• Press the "Initiate" button of the application  

This Button activates the Matlab stepwise procedure that opens three GUIs that are 

shown in Figure 6-5 
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Figure 6-5 Snapshot of the stepwise procedure of the Basis Representation user form, presented in 
the help file 

After eliminating al the terms that are not going to be included in the final model; use the 

export option of the stepwise plot and select the option "Terms in". This option is going 

to save that vector of indices in the workspace. Select the vector and create a text file 

with those indices. 

• Press the "Select the "in" vector" button of the application  

• Select your file with the Terms in indices  

• Press the "Execute" button to present the final results in the GUI  

 

6.4 Piece-wise Method GUI 

For this method a GUI was develop in order to ease their implementation. This GUI is 

similar to the previous ones, but all the results of all the procedures conducted are 

presented on the Matlab’s workspace instead on the GUI. The Piece Wise method is a 

more complicated procedure compared to the previous two. It can be summarized in three 

main steps, which are the following 

 



 133

• Knots Search 

• Unconstrained Piece Wise Method and variable selection via stepwise 

procedure 

• Constrained Least of Squares  

The performance metrics for the model such as the Pseudo-F ratio will appear on the 

user form. The plot for the knot search it is part of the GUI but the regression plots will 

appear as separate figures. The next section presents the help for this application.  

 

6.4.1 Piece Wise Method GUI Help 

The design matrix must include the column for the intercept estimation. This column of 

ones must be the first one in the design matrix. The number of rows of the design matrix 

and the responses matrix must be the same. In addition, the number of columns of the 

responses matrix and the length of the signal factor vector must be equal. Otherwise, 

error messages will appear indicating the errors.  

In order to use the GUI for the Basis Representation Model it is required to follow the 

next sequence of steps.  

• Load the file for the design matrix (x)  

• Load the file for the responses matrix (y)  

• Load the file for the signal factor levels (t)  

• Select the type of basis to be used 

• Define the number of basis functions 

• If the knot search it is going to be executed the “Number of Knots” field must be 

defined  

o Press the “Start Knot Search Button 
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Figure 6-6 Piece Wise Method user form used in the help file of the application 

 
• To execute the unconstrained piece wise method press the button “Unconstrained 

Piece Wise” 

o A question dialog it is going to appear asking you if you completed the 

knot search 

 If the answer to this question is “not” then the program, it is going 

to ask you to enter the knots using the Matlab’s vector notation on 

the command window. 

o The stepwise command GUI it is going to appear for each region of the 

problem (the number of knots plus one), to move to the next stepwise you 

must press any key 

o You must export the “in terms” of each stepwise procedure to the 

workspace 

• To execute the Constrained Least of Squares press the button “Constrained Least 

of Squares” 

o A question dialog it is going to appear asking you if you completed the 

knot search 
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 If the answer to this question is “not” then the program, it is going 

to ask you to enter the knots using the Matlab’s vector notation on 

the command window. 

o The program will require you to enter the in terms of the stepwise 

procedure for each region, using the Matlab’s workspace 

o All the required graphs are going to appear as separate figures 

• The GUI should look like the next figure if you completed all the steps mentioned 

 

 
Figure 6-7 Piece Wise Method GUI after Execution 

 
This chapter presented the main aspects of the applications developed in order to 

ease the implementation of the concepts of this research in industry. The technical details 

of the applications are on the appendixes. The next chapter presents the conclusions and 

future work for this research.  
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7 Conclusions and Future Work 

7.1 Conclusions 

The main contribution of this research is the demonstration of how powerful can be 

the functional data analysis in order to analyze industrial experiments. The development 

of new methods of analysis such as the basis representation method and the Piece-Wise 

methods are also considerable contributions. The three methods were consistent, with 

respect the factors considered as relevant in both of the experiments. The point wise 

procedure can lead to good results but sometimes the interpretation of the graphs can be 

complex. The basis representation method is more complex than the Point-Wise in terms 

of computational effort, but the results obtained can be easily interpreted because is a 

linear regression model.  The Piece-Wise can be an option for experiments in which some 

regions need to be analyzed in detail. The greatest disadvantage that this method has with 

respect the previous two is the necessity of the knot search. This knot search can take a 

lot of computational effort in order to find the best locations for the knots. In addition to 

the knot search, the procedures to ensure the continuity of the curves among the regions 

can have a serious impact on the inferential capabilities of the models. A possible 

advantage of the Point-Wise method over the basis representation and the Piece-Wise 

method is the non-dependence in a basis selection. In addition, the Point-Wise method is 

very efficient in terms of computational effort.  In general, the three methods complete 

their task. They are able to find the most relevant factors that can affect the functional 

response. The following table presents a summary of the respective advantages and 

disadvantages for each of the methods studied in this research.  
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Table 7-1 Summary of the Advantages and Disadvantages for the Three Methods Used in this 
Research 

Method Advantages Disadvantages 

Point-Wise 

• Computationally 
Efficient 

• Independent of a basis 
selection 

• Useful for model 
selection and 
determination 

• Depends on graphical 
interpretation 

• High number of terms to 
be calculated and analyzed 

• No functional form is 
obtained for the estimated 
response 

• A multiplicity problem that 
increases with the number 
of levels of the signal 
factors  

Basis Representation 
• Simple interpretation 
• Low number of terms 

• Basis Dependent 
• Could be computationally 

intensive 

Piece-Wise 

• Simple interpretation 
• Deeper analysis in 

each region 

• Basis Dependent 
• Computationally extensive 

due the knot search 
• The approach used for to 

establish the continuity 
constraint induces a severe 
multicollinearity problem 

 

It is possible to observe that all the methods have advantages and disadvantages. The 

final decision with respect the method to be applied is going to depend in the nature of 

the problem. If the problem has a high number of levels for the signal, the Piece-Wise 

method can be a problem in terms of the knot search part of the procedure. It is 

recommended to use the Piece-Wise method only for situations in which is required to 

analyze response functions by regions or when the signal factor does not has a high 

number of levels. The other two procedures can be applied practically in every desired 

situation.   

7.2 Future Work 

There is a lot of work to be done; in specific for the basis representation, and the 

Piece-Wise methods. More types of bases can be integrated to those methods. Bases such 

as wavelet, exponential, polygonal and constant could be used for those methods. New 

procedures in order to complete the knots search are extremely necessary in order to 

make more efficient this search in order to ease the implementation of the Piece-Wise 
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method. In addition, procedures to obtain the curves continuity between regions need to 

be developed in order to ensure the continuity without affecting the quality of the 

regressions.  In the cases studied some problems were founded with respect the 

regressions. To be specific the assumption of constant variance was not followed by most 

of the models. Different approaches for the parameter estimation could be tested in order 

to overpass the difficulties presented by the use of the least of squares regression.  

In addition to all the work completed in this research, there is a lot of work been 

doing by many researchers. Statisticians and engineers must develop some robust and 

practical techniques in order to demonstrate the strengths that the functional data analysis 

can provide to industrial experiments.  
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In this first appendix, the details for the theoretical case study are going to be presented. 

As mentioned in chapter 4 a VBA Macro was used to generate the response curves for the 

experiment. An snapshot of the excel spreadsheet used to generate the data used for the 

experiment is presented in figure A.1.1 

 
Figure A.1.1 Snapshot of the MS Excel spreadsheet used to generate the experiment for the 

theoretical case study. 

The details of the VBA macro are shown in the next figure.  

 
Figure A.1.2 Snapshot of the VBA macro used to generate the functions for the Theoretical Case 

Study 

The numerical results of the five runs used to test the methods of analysis are shown in 

the next tables.  
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Table A.1.1 Data for Run #1 of the Theoretical Case Study 

 
x1 -1 -1 1 1 0
x2 -1 1 -1 1 0

-0.02955 -0.02701 0.009643 0.009401 -0.00974
0.00794 -0.0224 0.019626 0.043568 -0.00134
0.06313 0.025469 0.06363 0.090566 0.009705

0.127897 0.100342 0.161652 0.156327 0.022091
0.200127 0.224025 0.305872 0.194455 0.037763
0.326992 0.311946 0.463723 0.275638 0.049903
0.420874 0.53448 0.644597 0.346922 0.060038
0.584393 0.649618 1.028072 0.44136 0.083804
0.716669 0.792269 1.342418 0.488681 0.097133
0.905562 0.973432 1.876639 0.620892 0.10853
1.011142 1.104563 2.604896 0.637629 0.125836
1.414877 1.307627 2.891856 0.660031 0.137948
1.584432 1.408364 4.208405 0.762732 0.147079
1.987885 1.452143 5.395805 0.805077 0.165387
1.972278 1.817569 5.612346 0.789524 0.185538
2.574979 1.568784 8.346522 0.824069 0.200709
3.219038 1.631887 11.24417 0.936698 0.226127
3.20401 1.78047 14.04148 0.822115 0.239182

4.195609 1.822697 23.79627 0.99046 0.238341
4.922475 1.931292 31.7241 1.120306 0.258074
5.06598 2.007657 76.81027 1.042286 0.301072  

  
Table A.1.2 Data for Run #2 of the Theoretical Case Study  

 
x1 -1 -1 1 1 0
x2 -1 1 -1 1 0

-0.02506 -0.02814 0.009319 0.009185 -0.01058
0.008322 -0.01996 0.016525 0.042236 -0.00128
0.059312 0.031915 0.066759 0.101967 0.010312
0.129266 0.110564 0.162704 0.160596 0.022341
0.201625 0.196582 0.297258 0.245443 0.035951
0.337096 0.410005 0.505396 0.262178 0.048042
0.482517 0.498941 0.758635 0.389001 0.070933
0.591822 0.534093 1.003673 0.375722 0.087029
0.643676 0.806376 1.354527 0.469875 0.104813
1.00613 1.125653 1.717689 0.516822 0.095494

1.170984 1.049902 2.573347 0.574457 0.131791
1.342684 1.340854 3.061642 0.715934 0.153145
1.618439 1.325836 4.053267 0.698535 0.155132
1.730971 1.521352 4.867299 0.742636 0.180463
2.270578 1.611667 6.525233 0.774761 0.201395
2.707817 1.724198 7.626052 0.961136 0.20375
2.880525 1.861544 11.79702 0.771159 0.224973
3.502698 1.802845 15.2124 0.936421 0.234723
4.021999 1.798873 25.33165 0.9183 0.260367
4.248888 1.776384 36.97179 1.017769 0.244292
5.298789 2.191868 80.79288 0.982667 0.204118   
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Table A.1.3 Data for Run #3 of the Theoretical Case Study  

 
x1 -1 -1 1 1 0
x2 -1 1 -1 1 0

-0.02906 -0.0308 0.009129 0.008319 -0.01112
0.007969 -0.02145 0.015479 0.045803 -0.00132
0.069092 0.028228 0.060468 0.095082 0.009102
0.126612 0.111507 0.166558 0.145239 0.02142
0.237457 0.197497 0.296702 0.239752 0.033853
0.318097 0.354262 0.484636 0.270072 0.044545
0.393697 0.534973 0.726386 0.331751 0.057815
0.549785 0.640372 1.121206 0.454334 0.087166
0.710146 0.726084 1.453431 0.460759 0.101167
0.808599 0.957632 1.990109 0.537481 0.130697
1.163068 1.204151 2.432114 0.600821 0.123196
1.359438 1.159892 3.061314 0.71798 0.131949
1.61253 1.480099 4.293924 0.700131 0.163548

1.919435 1.377092 5.037033 0.840747 0.191638
2.395726 1.520627 6.030873 0.827303 0.20146
2.943201 1.732558 8.75532 0.91076 0.213701
3.085407 1.704156 12.55411 0.992311 0.200034
3.58548 1.698999 14.7318 0.968709 0.220278

3.319357 2.134924 24.04517 1.009499 0.255059
4.549213 1.680975 33.67556 0.938481 0.271797
5.10281 1.868435 68.98808 1.00252 0.290429   

 
Table A.1.4 Data for Run #4 of the Theoretical Case Study  

 
x1 -1 -1 1 1 0
x2 -1 1 -1 1 0

-0.02799 -0.03028 0.009709 0.007986 -0.00927
0.008035 -0.01951 0.017758 0.045331 -0.00115
0.065106 0.025831 0.073214 0.090301 0.009807
0.125944 0.114701 0.14619 0.13574 0.022432
0.248526 0.228625 0.280081 0.227296 0.037364
0.303013 0.315163 0.44326 0.285834 0.04778
0.463151 0.499487 0.706184 0.392888 0.069485
0.535819 0.74476 0.94271 0.430409 0.081568
0.725761 0.725605 1.387714 0.511043 0.087297
0.894978 1.100409 1.932457 0.588839 0.109323
1.183528 1.064585 2.804713 0.697142 0.118582
1.294208 1.413398 3.53286 0.714377 0.14214
1.582925 1.391951 3.64095 0.772333 0.15273
1.798324 1.431159 4.88521 0.777191 0.210812
2.390928 1.477567 7.834334 0.859378 0.19127
2.40153 1.627087 8.339213 0.828463 0.206762

3.173717 1.803808 12.6681 0.876307 0.247802
3.622976 2.131194 13.56933 0.954295 0.205997
4.017898 1.859688 24.40208 0.999199 0.248427
5.028654 2.13463 39.10254 0.926936 0.258994
5.236986 1.646408 82.36643 1.182261 0.240994   
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Table A.1.5 Data for Run #5 of the Theoretical Case Study  

 
x1 -1 -1 1 1 0
x2 -1 1 -1 1 0

-0.02562 -0.03041 0.009371 0.010595 -0.01093
0.007637 -0.02082 0.016673 0.03829 -0.00113
0.06271 0.029197 0.06654 0.0964 0.008378
0.13141 0.105038 0.166515 0.143538 0.023743

0.237821 0.215558 0.234498 0.218809 0.029061
0.313876 0.359247 0.487976 0.303875 0.047052
0.390985 0.499875 0.706666 0.364817 0.067519
0.502899 0.586057 0.920314 0.38907 0.073615
0.751922 0.733302 1.312079 0.519346 0.108103
0.902728 1.033647 1.842729 0.566822 0.101534
1.052538 1.229487 2.519927 0.601609 0.113821
1.245388 1.35897 3.404696 0.723718 0.147072
1.867583 1.409289 4.152516 0.72506 0.140835
2.014749 1.475526 4.782989 0.823508 0.164042
2.303423 1.353883 6.889404 0.883207 0.204301
2.627156 1.462087 9.424388 0.922087 0.218063
3.046413 1.651445 11.1958 0.964646 0.207535
3.347896 1.686946 14.79526 0.90296 0.234474
4.331627 1.846729 22.23893 0.866161 0.259719
4.78677 1.991228 38.17537 1.049412 0.260177

5.896906 2.030268 67.59177 1.095003 0.281483  
 

In the next pages the graphical representation of the response functions at each 

experimental condition for all the runs are presented.  
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Figure A.1.3 Graphical Representation for run #1 
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run #2
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Figure A.1.4 Graphical Representation for run #2 

run #3
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Figure A.1.4 Graphical Representation for run #3 
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run #4
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Figure A.1.5 Graphical Representation for run #4 

run #5
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Figure A.1.6 Graphical Representation for run #5 

 

It is important to mention once again that the origin of the function used to generate this 

theoretical experiment was completely unknown by the analyst of the experiment until 

the end of the investigation. Also is relevant to mention that Dr. Noel Artiles León, 

member of the thesis committee, created the function used. 
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Appendix 2 Results of the Classical Functional Data Analysis for Both 

Cases 
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Results of the FDA procedure to the Theoretical Case Study 

The classical functional data analysis proposed by Ramsay was also used to analyze the 

cases studied. In order to complete this part of the analysis the Matlab functions that 

complement the book Functional Data Analysis were used. The graphical results for the 

Theoretical Case are shown in the next pages. 

 
Figure A.2.1 Observed Functions 
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Figure A.2.2 Effects plot using the FDA Methodology 
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Figure A.2.3 Residuals Plot using the FDA Methodology 
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 Figure A.2.4 F- Ratio Plot using the FDA Methodology 

 



 151

0 1 2 3 4 5 6 7 8 9 10
-0.2

0

0.2

0.4

0.6

0.8

1

1.2

Signal Factor

adjusted R2

 
Figure A.2.5  Adjusted Determination Coefficient Plot using the FDA Methodology 
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Figure A.2.6 SSE Plot using the FDA Methodology 
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Figure A.2.7 Estimated Responses Plot using the FDA Methodology 

 

It is possible to observe that the plots presented in this section are almost identical 

to the plots presented with use of the Point-Wise method. The main difference is that the 

plots look smoother than the previous ones. This is the effect of the use of techniques 

such as smoothers, registration and roughness of penalty approach among others. 

However, the basic interpretation and characterization of the response are basically the 

same.  
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Results of the FDA procedure to the Applied Case Study 

The classical FDA was also applied to the applied study case in order to verify the 

performance of the Point-Wise procedure. The following graphs are the results obtained.  
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Figure A.2.8 Response Function for the Applied Case Study 
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Figure A.2.9 Location Effects for the Applied Case Study using FDA 
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Figure A.2.10 Residuals for the Applied Case Study Using FDA 
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Figure A.2.11 F ratio test for the Regressions for the Applied Case Study 
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Figure A.2.12 Adjusted Determination Coefficient Plot for the Applied Case Study Using FDA 
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Figure A.2.13 SSE Plot for the Applied Case Study Using the FDA Procedure 
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Appendix 3 Response functions, Residuals and Estimated functions 

plots for the Basis Representation Model Using The Theoretical 

Case Study  
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Plots for the Monomial Basis Representation 
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Figure A.3.1 Responses and estimated responses for the Basis Representation Final Model with a 

Monomial Basis for the Theoretical Case Study. The asterisks correspond to the estimated functions.  
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Figure A.3.2 Residuals for the Basis Representation Final Model with a Monomial Basis for the 

Theoretical Case Study 
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The following plots correspond to the Fourier Basis Representation model for the 

theoretical case study.  
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Figure A.3.3 Responses and estimated responses for the Basis Representation Final Model with a 

Fourier Basis for the Theoretical Case Study. The asterisks correspond to the estimated functions. 
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Figure A.3.5 Residuals for the Basis Representation Final Model with a Fourier Basis for the 

Theoretical Case Study 
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To conclude this appendix the graphs for the Cubic Spline Basis Representation Model 

are presented. 
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Figure A.3.6 Responses and estimated responses for the Basis Representation Final Model with a 

Cubic Sppline Basis for the Theoretical Case Study. The asterisks correspond to the estimated 

functions 

0 1 2 3 4 5 6 7 8 9 10
-0.6

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4
Residuals Plot

Signal Factor Levels

R
es

id
ua

ls

 
 

Figure A.3.7 Residuals for the Basis Representation Final Model with a Cubic Spline Basis for the 

Theoretical Case Study
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Appendix 4 Response functions, Residuals and Estimated functions 

plots for the Basis Representation Model Using The Applied Case 

Study  
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The following plots correspond to the point wise analysis to the selected region in the 

applied case study. The selected region as mentioned in Chapter 5 is from 5.7 to 6 GHz.  

 
Figure A.4.1 Plot of all the response functions for the applied case study 

 

 
Figure A.4.2 Estimated Responses Plot for the Applied Case Study Using a Fourier Basis (K=2) 
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Figure A.4.3 Residuals Plot for the Applied Case Study Using a Fourier Basis (K=2) 
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